MULTIPROJECTIVE SPACES AND THE ARITHMETICALLY
COHEN-MACAULAY PROPERTY

GIUSEPPE FAVACCHIO AND JUAN MIGLIORE

Abstract. In this paper we study the arithmetically Cohen-Macaulay (ACM) property for sets of points in multiprojective spaces. Most of what is known is for \( \mathbb{P}^1 \times \mathbb{P}^1 \) and, more recently, in \( (\mathbb{P}^1)^r \). In \( \mathbb{P}^1 \times \mathbb{P}^1 \) the so called inclusion property characterizes the ACM property. We extend the definition in any multiprojective space and we prove that the inclusion property implies the ACM property in \( \mathbb{P}^m \times \mathbb{P}^n \). In such an ambient space it is equivalent to the so-called \((\ast)\)-property. Moreover, we start an investigation of the ACM property in \( \mathbb{P}^1 \times \mathbb{P}^n \). We give a new construction that highlights how different the behavior of the ACM property is in this setting.

1. Introduction

Let \( X \subseteq \mathbb{P}^{a_1} \times \cdots \times \mathbb{P}^{a_n} \) be a finite collection of points. It is interesting to describe the homological invariants of the coordinate ring of \( X \). In particular, it is a subject of research to understand when \( X \) is arithmetically Cohen-Macaulay (ACM), i.e. when the coordinate ring is a Cohen-Macaulay ring. Since it is no longer the case (as it is in projective space) that a finite set of points is automatically ACM, the determination of whether or not the ACM property holds for a finite set draws on a combination of geometric, combinatoric, algebraic and numerical considerations. The Cohen-Macaulay question here is closely related to the Cohen-Macaulay question for unions of linear varieties in projective space, but it is a more manageable version of the problem than the case of arbitrary unions since only certain such unions correspond to finite sets in multiprojective spaces. Indeed, we will frequently use this connection.

A characterization of finite sets of points with the ACM property is only known in \( \mathbb{P}^1 \times \mathbb{P}^1 \) (see [4] for an exhaustive discussion of the topic) and, more recently, in \( \mathbb{P}^1 \times \mathbb{P}^1 \times \cdots \times \mathbb{P}^1 = (\mathbb{P}^1)^n \) (see [2]). The purpose of this paper is to investigate the new subtleties that arise in studying the ACM property in more general multiprojective spaces.

More precisely, given \( X \) a finite collection of points in \( \mathbb{P}^{a_1} \times \mathbb{P}^{a_2} \), one can define the so-called \((\ast)\)-property (see [4] Definition 3.19 or page 4 of this paper for the definition). It is known that a collection of points \( X \) in \( \mathbb{P}^1 \times \mathbb{P}^1 \) is ACM if and only if it satisfies the \((\ast)\)-property (cf. for instance [4] Theorem 4.11). In [2] a characterization of the ACM property for finite sets was obtained for \((\mathbb{P}^1)^n\), in terms of what was called the \((\ast_n)\)-property (see [2] Definition 3.6 and Theorem 3.13). What is significant about both of these results is that the ACM question is determined by the existence or not of certain kinds of subconfigurations.
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Here we prove that in $\mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$, if $X$ is a set of points satisfying the $(\star)$-property then $X$ is ACM (Theorem 3.7). It was already known that the converse does not hold (see for instance [3]), but we give simpler examples. Part of the purpose of section 4 is to get a better understanding of the fact that the converse is not true (see Remark 4.10).

In [2] the authors introduce, for a set of points in $(\mathbb{P}^1)^n$, the inclusion property. In section 3 we generalize the inclusion property to an arbitrary multiprojective space $\mathbb{P}^{a_1} \times \cdots \times \mathbb{P}^{a_n}$ (see Definition 3.1). We show that when $n = 2$ it is still true that the inclusion property is equivalent to the $(\star)$-property (Lemma 3.4), and hence it implies the ACM property for $X$ (Corollary 3.8). We are also able to show that if any of the $a_i$ is equal to 1 then again the inclusion property implies ACM (Proposition 3.2). We conjecture that this implication holds in general.

To investigate ACM sets of points in $\mathbb{P}^{a_1} \times \mathbb{P}^{a_2} \times \cdots \times \mathbb{P}^{a_n}$ one can use extensions, to the multihomogeneous setting, of some standard tools in the homogeneous setting. These include hyperplane sections, basic double G-linkage, liaison addition, and liaison. This approach was already used in [2]. For example, some of our results are for $\mathbb{P}^1 \times \mathbb{P}^{a_2} \times \cdots \times \mathbb{P}^{a_n}$. Omitting details here, we observe that the distinguishing feature of this case for us is that in $\mathbb{P}^1$ a point is also a hyperplane, and this allows us to use hyperplane sections and related constructions in our study.

This is crucial for instance in the proof of Proposition 3.2 that the inclusion property implies the ACM property in $\mathbb{P}^1 \times \mathbb{P}^{a_2} \times \cdots \times \mathbb{P}^{a_n}$. Thus it was surprising to us when we obtained Corollary 3.8 that the inclusion property implies the ACM property in $\mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$, which avoids hyperplane sections but reaches the same conclusion.

In Section 4 we explore the ACM property for collection of points in $\mathbb{P}^1 \times \mathbb{P}^n$. Examples 4.2 and 4.3 underline a crucial difference with the $(\mathbb{P}^1)^n$ case. A set $X$ of reduced points of $(\mathbb{P}^1)^n$ has the ACM property if and only if it does not contain certain sub-configurations (see [2] Theorem 3.13). A similar characterization is not possible in $\mathbb{P}^1 \times \mathbb{P}^n$. Instead, we give a construction of a set of points which, as one continues to add points following the same prescribed rules, fluctuates between being ACM and not being ACM in a predictable way. Section 4 is devoted to a careful study of this construction and what it tells us about the ACM property.

2. Preliminaries

We work over a field of characteristic zero. Set $S := k[\mathbb{P}^n]$. Recall that for a finite set of points $Z \subset \mathbb{P}^n$ the Hilbert function of $Z$ is defined as the numerical function $H_Z : \mathbb{N} \to \mathbb{N}$ such that

$$H_Z(i) = \dim_k(S/I_Z)_i = \dim_k S_i - \dim_k(I_Z)_i.$$  

Since $H_Z(t) = \#Z$ for $t$ large enough, the first difference of the Hilbert function $\Delta H_Z(i) := H_Z(i) - H_Z(i - 1)$ is eventually zero. The $h$-vector of $Z$ is

$$h_Z = h = (1, h_1, \ldots, h_t)$$

where $h_i = \Delta H_Z(i)$ and $t$ is the last index such that $\Delta H_Z(i) > 0$.

A finite set of points in $\mathbb{P}^n$ is said to have generic Hilbert function if $H_Z(i) := \min \left\{ \binom{i + n}{n}, \#Z \right\},$

i.e. $h_Z = (1, \binom{n}{n-1}, \binom{n+1}{n-1}, \ldots, \binom{n+t-2}{n-1}, h_t)$ where $0 < h_t \leq \binom{n+t-1}{n-1}$.
Definition 2.1. For $V = \mathbb{P}^{a_1} \times \cdots \times \mathbb{P}^{a_n}$ we define
\[ \pi_i : V \to \mathbb{P}^{a_1} \times \cdots \times \mathbb{P}^{a_i} \times \cdots \times \mathbb{P}^{a_n} \]
to be the projection omitting the $i$-th component and
\[ \eta_i : V \to \mathbb{P}^{a_i} \]
to be the projection to the $i$-th component. Note that if $V := \mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$ then $\pi_1 = \eta_2$.

Let $e_1, \ldots, e_n$ be the standard basis of $\mathbb{N}^n$. Let $x_{i,j}$, with $1 \leq i \leq n$ and $0 \leq j \leq a_i$ for all $i, j$, be the variables for the different $\mathbb{P}^{a_i}$. Let
\[ R = k[x_{1,0}, \ldots, x_{1,a_1}, \ldots, x_{n,0}, \ldots, x_{n,a_n}], \]
where the degree of $x_{i,j}$ is $e_j$.

A subscheme $X$ of $V$ is defined by a saturated ideal, $I_X$, generated by a system of multihomogeneous polynomials in $R$ in the obvious way. We say that $X$ is arithmetically Cohen-Macaulay (ACM) if $R/I_X$ is a Cohen-Macaulay ring.

Let $N = a_1 + \cdots + a_n + n$. Given a subscheme $X$ of $V$ together with its homogeneous ideal $I_X$, we can also consider the subscheme $\hat{X}$ of $\mathbb{P}^{N-1}$ defined by $I_X$. Notice that if $X$ is a zero-dimensional subscheme of $V$, $I_X$ almost never defines a zero-dimensional subscheme of $\mathbb{P}^{N-1}$.

The following definition also includes facts that can be found in the literature. It is a special case of so-called Basic Double Linkage. See for instance [6] Lemma 3.4 and Corollary 3.5, [4] Theorem 4.9 and [2] Proposition 2.3.

Definition 2.2. Let $V_1 \subseteq V_2 \subseteq \cdots \subseteq V_r \subseteq \mathbb{P}^n$ be ACM of the same dimension $\geq 1$. Let $H_1, \ldots, H_r$ be hypersurfaces, defined by forms $F_1, \ldots, F_r$, such that for each $i$, $H_i$ contains no component of $V_j$ for any $j \leq i$. Let $W_0 \subseteq V_1$ be a codimension 1 ACM subscheme, and for each $i \geq 1$ let $W_i$ be the ACM scheme defined by the corresponding hypersurface sections: $I_{W_i} = I_{V_i} + (F_i)$. Let $Z$ be the sum of the $W_i$, viewed as divisors on $V_r$. Then
(i) $Z$ is ACM.
(ii) As ideals we have
\[ I_Z = I_{V_1} + F_r I_{V_{r-1}} + F_r F_{r-1} I_{V_{r-2}} + \cdots + F_r F_{r-1} \cdots F_2 I_{V_1} + F_r F_{r-1} \cdots F_1 I_{W_0}. \]

3. THE INCLUSION PROPERTY AND THE $(\ast)$-PROPERTY

The next definition introduces a partition for finite subsets of $\mathbb{P}^{a_1} \times \mathbb{P}^{a_2} \times \cdots \times \mathbb{P}^{a_n}$. Without loss of generality we focus on the projection to the first component, but the definition could just as well be made for any of the projections. See also Theorem 3.21 of [4].

Definition 3.1. Let $X \subseteq \mathbb{P}^{a_1} \times \mathbb{P}^{a_2} \times \cdots \times \mathbb{P}^{a_n}$ be a finite, reduced subscheme. Let $\eta_1(X) = \{P_1, \ldots, P_t\} \subseteq \mathbb{P}^{a_1}$. For each $P_j \in \eta_1(X)$ let $X_j = \eta_1^{-1}(P_j) \cap X$. We call the $X_j$ the level sets of $X$ with respect to $\eta_1$. We say that $X$ has the inclusion property with respect to $\pi_1$ if the collection of subsets $\{\pi_1(X_1), \ldots, \pi_1(X_t)\}$ of $\mathbb{P}^{a_2} \times \cdots \times \mathbb{P}^{a_n}$, for $1 \leq j \leq t$, is totally ordered by inclusion and they are all ACM.

The next proposition gives a relation between the inclusion property and the ACM property for finite sets of points when $a_1 = 1$. 

Proposition 3.2. Let $X \subset \mathbb{P}^1 \times \mathbb{P}^{a_2} \times \cdots \times \mathbb{P}^{a_n}$ be a finite set. Let $X_1, \ldots, X_t$ be the level sets with respect to $\eta_1$, let $Y_i = \pi_1(X_i) \subset \mathbb{P}^{a_2} \times \cdots \times \mathbb{P}^{a_n}$ for each $i$, and let $L_1, \ldots, L_t \in k[x_0, x_1]$ be the linear forms defining the points $\{P_1, \ldots, P_t\} \subset \mathbb{P}^1$ as in Definition 3.1. Assume that $X$ has the inclusion property with respect to $\pi_1$. In particular, each $Y_i$ is ACM and we can assume that $Y_1 \supset Y_2 \supset \cdots \supset Y_t$. Then $X$ is ACM. Furthermore,

$$I_X = I_{Y_1} + L_1 I_{Y_2} + L_1 L_2 I_{Y_3} + \cdots + L_1 L_2 \cdots L_t I_{Y_t} + (L_1 L_2 \cdots L_t).$$

Proof. It follows from Definition 2.2 viewing this in $\mathbb{P}^{a_2+\cdots+a_n+n}$—see the proof of Proposition 2.6 in [2]. Note that here we use $I_{W_0} = (I_{Y_1}, L_t)$. What is important about $\mathbb{P}^1$ is that in that case the level sets are hyperplane sections of ACM varieties, because points in $\mathbb{P}^1$ are hyperplanes.

If the ambient space only consists of a product of two projective spaces, $\mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$, we now define the so-called ($\star$)-property (or star property), following [4] Definition 3.19.

Definition 3.3. A finite set $X \subset \mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$ has the ($\star$)-property if and only if for any $(P_1, Q_1), (P_2, Q_2) \in X \subset \mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$ then also either $(P_1, Q_2)$ or $(P_2, Q_1) \in X$.

The inclusion property and the ($\star$)-property agree in $\mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$. This fact is known; it was shown using a different notation for sets of points in $\mathbb{P}^1 \times \mathbb{P}^1$ (see for instance Theorem 3.21 in [4]). For completeness we include a proof.

Lemma 3.4. If $X \subset \mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$ is a finite set, then $X$ satisfies the inclusion property if and only if it satisfies the ($\star$)-property.

Proof. Assume that $X$ satisfies the inclusion property. Notice that in this case the ACM condition for the inclusion property is trivial. Then we can label the elements of $\eta_1(X)$ so that there is a sequence of points $P_1, P_2, \ldots, P_s \in \mathbb{P}^{a_1}$ with

$$X = X_1 \cup \cdots \cup X_s$$

being the level set decomposition, and

$$X_1 = \{(P_1, Q_{1,1}), \ldots, (P_1, Q_{1,n_1})\}$$

$$\vdots$$

$$X_s = \{(P_s, Q_{s,1}), \ldots, (P_s, Q_{s,n_s})\}$$

and furthermore

$$(3.1) \quad \mathbb{P}^{a_2} \supset \{Q_{1,1}, \ldots, Q_{1,n_1}\} \supset \cdots \supset \{Q_{s,1}, \ldots, Q_{s,n_s}\}.$$

Then it is clear that $X$ satisfies the ($\star$)-property.

Conversely, assume that $X$ satisfies the ($\star$)-property and suppose that it does not have the inclusion property. Then $X$ is decomposed into level sets as above, but the inclusions (3.1) do not all hold. Without loss of generality, suppose that $A_1 = \{Q_{1,1}, \ldots, Q_{1,n_1}\}$ and $A_2 = \{Q_{2,1}, \ldots, Q_{2,n_2}\}$ are incomparable with respect to inclusion. Specifically, suppose $Q_{1,1} \notin A_2$ and $Q_{2,1} \notin A_1$. Then $(P_1, Q_{1,1})$ and $(P_2, Q_{2,1})$ violate the ($\star$)-property.

A set of points with the ($\star$)-property (equivalently the inclusion property) can also be organized as “rectangles” in the following way. For convenience we now start indexing
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Figure 1. Example of $U(X)$ configuration.

with 0 rather than 1. If $X \subset \mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$ has the $(\ast)$-property then, after renaming, we can always assume that there exists a set

$$U(X) := \{(i_1, j_1), (i_2, j_2), \ldots (i_t, j_t)\} \subseteq \mathbb{N}^2$$

where $i_1 > \cdots > i_t$ and $j_1 < \cdots < j_t$, such that

$$X = \{P_i \times Q_j \mid (0, 0) \leq (i, j) \leq (i_k, j_k) \text{ for some } (i_k, j_k) \in U(X)\}.$$

Moreover, in this case, we set

$$V_k := \{P_i \in \pi_2(X) \mid i \leq i_k\} \subseteq \mathbb{P}^{a_1} \quad \text{and} \quad Z_k := \{Q_j \in \pi_1(X) \mid j \leq j_k\} \subseteq \mathbb{P}^{a_2}$$

for $h = 1, \ldots, t$, where $t$ is, as above, the number of elements in $U(X)$.

We first consider the case of just one “rectangle.”

Lemma 3.5. Let $X \subset \mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$ be a finite set of points. Assume that $X$ has the $(\ast)$-property and $U(X) = \{(i_1, j_1)\}$. Then

1. $I_X = I_{V_1} + I_{Z_1}$;
2. $X$ is ACM.

Proof. It is trivial to check that

$$I_X = \bigcap_{(r, s) \leq (i_1, j_1)} (I_{P_r} + I_{Q_s}) = \bigcap_{r=0}^{i_1} (I_{P_r} + I_{Z_1}) = I_{V_1} + I_{Z_1}.$$

Moreover, note that $V_1$ and $Z_1$ are both ACM, and

$$R/I_X \cong k[x_0, \ldots, x_{a_1}] / I_{V_1} \otimes_k k[y_0, \ldots, y_{a_2}] / I_{Z_1}$$

so $X$ is ACM. □
Theorem 3.6. Let $X \subset \mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$ be a finite set of points. Assume that $X$ has the $(\ast)$-property and $U(X) = \{(i_1, j_1), (i_2, j_2), \ldots (i_t, j_t)\}$. Then

$$I_X = I_{i_1} + I_{i_2}I_{Z_1} + \cdots + I_{i_t}I_{Z_{t-1}} + I_{Z_t}.$$

Proof. First we claim that

$$I_X \supseteq I_{i_1} + I_{i_2}I_{Z_1} + \cdots + I_{i_t}I_{Z_{t-1}} + I_{Z_t}.$$

We show that each summand is contained in $I_X$ (see the Figure 3). First, clearly we have $I_{i_1}, I_{Z_t} \subseteq I_X$. Moreover, let $F = G \cdot G' \in I_{i_1}I_{Z_{t-1}}$ and $P_i \times Q_j \in X$. If $i \leq i_r$ then $P_i \in V_r$ and $G$ vanishes at $P_i$. Else we have $i > i_r$ and $(i, j) \leq (i_s, j_s)$ for some $(i_s, j_s) \in U(X)$ where $i_s \geq i > i_r$. Thus, we get $j \leq j_s < j_r$ i.e. $j \leq j_s \leq j_{s-1}$ and $Q_j \in Z_{s-1}.$

To prove the other inclusion we proceed by induction on $|U(X)|$. The base of the induction follows from Lemma 3.5. Assume now $|U(X)| > 1$. We introduce the following partition on $X$:

$$X = Y_0 \cup Y_1$$

where

$$Y_0 := \{P_i \times Q_j \mid P_i \in V_1 \setminus V_2, Q_j \in Z_1\} \text{ and } Y_1 = X \setminus Y_0.$$

Note that $Y_0$ and $Y_1$ have the $(\ast)$-property and $U(Y_1) = U(X) \setminus \{(i_1, j_1)\}$. Set

$$J := I_{i_1} + I_{i_2}I_{Z_1} + \cdots + I_{i_t}I_{Z_{t-1}} + I_{Z_t}.$$

We want to show that $I_X \subseteq J$.

We first claim that

$$(I_{i_1 \setminus V_2} + I_{Z_1}) \cap I_{i_2} = I_{i_1} + I_{i_2}I_{Z_1}.$$ 

Indeed, it is clear that both ideals define the same scheme, and from Lemma 3.5 we see that the left-hand side is saturated. We just have to prove that $I_{i_1} + I_{i_2^2}I_{Z_1}$ is also saturated. Consider the exact sequence

$$(3.2) \quad 0 \rightarrow I_{i_1} \cap I_{i_2} \cap Z_1 \rightarrow I_{i_1} \cap I_{i_2}I_{Z_1} \rightarrow I_{i_1} + I_{i_2}I_{Z_1} \rightarrow 0.$$ 

By Lemma 3.5 $I_{i_2}I_{Z_1}$ is a saturated ideal. Hence $I_{i_1} \cap I_{i_2}I_{Z_1} = I_{i_1} \cap I_{Z_1}$. From the exact sequence

$$0 \rightarrow I_{i_1} \cap I_{Z_1} \rightarrow I_{i_1} \cap I_{Z_1} \rightarrow I_{i_1} \cap I_{Z_1} \rightarrow 0$$

and Lemma 3.5, by viewing the ideals in $R$ and the schemes in $\mathbb{P}^{a_1+a_2+1}$, sheafifying and taking cohomology we see that $H^1(I_{i_1} \cap I_{Z_1}) = 0$ (even though the scheme is not unmixed if $a_1 \neq a_2$) since $V_1$ and $Z_1$ are ACM. Putting it together with (3.3), cohomology gives that $I_{i_1} + I_{i_2}I_{Z_1}$ is saturated, as desired, proving our claim of (3.2).

By induction and by Lemma 3.5 we have

$$I_X = (I_{i_1 \setminus V_2} + I_{Z_1}) \cap (I_{i_2} + I_{i_3}I_{Z_2} + \cdots + I_{i_t}I_{Z_{t-1}} + I_{Z_t}).$$

Let $F \in I_X$. In particular we have $F \in I_{i_1} + I_{i_3}I_{Z_2} + \cdots + I_{i_t}I_{Z_{t-1}} + I_{Z_t}$, so $F = F' + H$ where $F' \in I_{i_2}$ and $H \in I_{i_3}I_{Z_2} + \cdots + I_{i_t}I_{Z_{t-1}} + I_{Z_t} \subseteq J \subseteq I_X$. Since both $F$ and $H$ are in $I_X$, it follows that $F' \in I_X$. Hence using (3.2) we obtain

$$F' \in I_X \cap I_{i_2} = (I_{i_1 \setminus V_2} + I_{Z_1}) \cap I_{i_2} = I_{i_1} + I_{i_2}I_{Z_1} \subset J.$$ 

Since $H \in J$ and $F' \in J$, we have $F \in J$ and we are finished. □
**Theorem 3.7.** If \( X \subset \mathbb{P}^{a_1} \times \mathbb{P}^{a_2} \) is a finite set of points with the (\( \ast \))-property, then \( X \) is ACM.

**Proof.** We proceed by induction on \(|U(X)|\). If \( U(X) = \{(i_1, j_1)\} \) the statement follows by Lemma 3.5. Now let \(|U(X)| > 1\). We can decompose \( X \) as follows:

\[
X = ((V_1 \setminus V_2) \times Z_1) \cup Y
\]

with \( U(Y) = U(X) \setminus \{(i_1, j_1)\} \). From this partition for \( X \) we obtain the following short exact sequence:

\[
0 \rightarrow I_X \rightarrow I_{(V_1 \setminus V_2) \times Z_1} \oplus I_Y \rightarrow I_{(V_1 \setminus V_2) \times Z_1} + I_Y \rightarrow 0
\]

where by induction \((V_1 \setminus V_2) \times Z_1 \) and \( Y \) are both ACM. As subschemes of \( \mathbb{P}^{a_1+a_2+1} \) they are reduced unions of lines, and so in particular the first cohomology of their ideal sheaves vanish (see for instance [5] Lemma 1.2.3).

Moreover, by Theorem 3.6 and induction we get

\[
I_{(V_1 \setminus V_2) \times Z_1} + I_Y = I_{V_1 \setminus V_2} + I_{Z_1} + I_{V_2} + I_{V_3} I_{Z_2} + \cdots + I_{V_{l} I Z_{l-1}} + I_{Z_{l}}.
\]

Since \( Z_1 \subseteq Z_j \) for any \( j \geq 1 \), the right-hand side simplifies and we obtain

\[
I_{(V_1 \setminus V_2) \times Z_1} + I_Y = I_{V_1 \setminus V_2} + I_{V_2} + I_{Z_1}.
\]

Now \( k[\mathbb{P}^{a_1}]/(I_{(V_1 \setminus V_2) + I_{V_2}}) \) is artinian (in particular Cohen-Macaulay) and \( k[\mathbb{P}^{a_2}]/I_{Z_1} \) is Cohen-Macaulay of depth 1. Thus

\[
R/(I_{V_1 \setminus V_2} + I_{V_2} + I_{Z_1}) \cong k[\mathbb{P}^{a_1}]/(I_{(V_1 \setminus V_2) + I_{V_2}}) \otimes_k k[\mathbb{P}^{a_2}]/I_{Z_1}
\]

is Cohen-Macaulay, defining a zero-dimensional scheme in \( \mathbb{P}^{a_1+a_2+1} \). In particular,

\[
I_{(V_1 \setminus V_2) \times Z_1} + I_Y
\]

is a saturated ideal. Then sheafifying (3.4) and taking cohomology, we see that \( H^1(I_X) = 0 \), i.e. \( X \) is ACM (see [5] Lemma 1.2.3). \( \square \)

**Corollary 3.8.** Let \( X \subset \mathbb{P}^{a_1} \times \mathbb{P}^{a_2} \) be a set of points with the inclusion property. Then \( X \) is ACM.

**Proof.** It follows from Lemma 3.4 and Theorem 3.7. \( \square \)

**Remark 3.9.** We have defined the inclusion property for a product of any number of projective spaces. We know from Proposition 3.2 that when one of the projective spaces is \( \mathbb{P}^1 \) then the inclusion property implies ACM. Furthermore, we have just seen in Corollary 3.8 that if we have a product of only two projective spaces then again the inclusion property implies ACM, whether or not one of them is \( \mathbb{P}^1 \). This motivates the following conjecture.

**Conjecture 3.10.** Let \( X \subset \mathbb{P}^{a_1} \times \cdots \times \mathbb{P}^{a_n} \) be a set of points with the inclusion property. Then \( X \) is ACM.

**Remark 3.11.** The results of this section, especially Theorem 3.6, Theorem 3.7 and Corollary 3.8 can be viewed as an extension of the notion of basic double G-linkage, a multihomogeneous version of which was used in [2].
4. ACM sets of points in $\mathbb{P}^1 \times \mathbb{P}^n$.

This section is devoted to a further examination of ACM sets of points in a multiprojective space $\mathbb{P}^1 \times \mathbb{P}^n$. We denote the coordinate ring of $\mathbb{P}^1 \times \mathbb{P}^n$ by

$$R = k[x_0, x_1, y_0, \ldots, y_n],$$

where $\deg(x_i) = (1, 0)$ and $\deg(y_j) = (0, 1)$.

**Remark 4.1.** We have seen in Lemma 3.4 that for $\mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$, the $(\star)$-property is equivalent to the inclusion property, which is in fact a more generally defined notion. We have seen in Proposition 3.2 and Corollary 3.3 that in $\mathbb{P}^1 \times \mathbb{P}^{a_2} \cdots \times \mathbb{P}^{a_n}$ and $\mathbb{P}^{a_1} \times \mathbb{P}^{a_2}$, respectively, the inclusion property implies the ACM property. What about the converse?

The $(\star)$-property characterizes the ACM property in $\mathbb{P}^1 \times \mathbb{P}^1$; see for instance Theorem 4.11 in [4]. Thus in $\mathbb{P}^1 \times \mathbb{P}^1$ the converse holds. However, Example 2.12 of [2] shows that even for $\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$ the converse no longer holds. Similarly, Example 4.9 in [3] shows that, even in $\mathbb{P}^1 \times \mathbb{P}^2$, the converse is again no longer true. The next two examples show how tricky the situation is even in $\mathbb{P}^1 \times \mathbb{P}^2$. Both of them can be checked by the CoCoA software [1], but they also follow from Theorem 4.9.

**Example 4.2.** Let $P_i := [1, i] \in \mathbb{P}^1$ and $Q_1, Q_2, Q_3$ three generic points in $\mathbb{P}^2$. Let

$$X := \{P_1 \times Q_1, P_2 \times Q_2, P_1 \times Q_3, P_2 \times Q_3\}.$$ 

Then $X \subset \mathbb{P}^1 \times \mathbb{P}^2$ does not have the $(\star)$-property but it is ACM. (This phenomenon was shown already in [3] Example 4.9, but that example consisted of 27 points while this example uses only four points.)

In [2] Theorem 3.13 it is shown that, in order to determine the ACM property for a set $X$ of reduced points of $(\mathbb{P}^1)^n$, it is enough to show the non-existence of certain sub-configurations of $X$. The next example proves that a similar characterization of the ACM property is not possible in $\mathbb{P}^1 \times \mathbb{P}^2$.

**Example 4.3.** Let $P_i := [1, i] \in \mathbb{P}^1$ and $Q_1, Q_2, Q_3, Q_4, Q_5$ generic points in $\mathbb{P}^2$. Then,

$$X' := \{P_1 \times Q_1, P_2 \times Q_2, P_1 \times Q_3, P_2 \times Q_3, P_1 \times Q_4, P_2 \times Q_4\}$$

is not ACM. However, the set

$$X'' := X' \cup \{P_1 \times Q_5, P_2 \times Q_5\}$$

contains as sub-configuration $X'$ and it is ACM.

The following technical result describes a suitable set of generators for an ACM set of points in $\mathbb{P}^1 \times \mathbb{P}^n$.

**Lemma 4.4.** Let $X$ be an ACM finite set in $\mathbb{P}^1 \times \mathbb{P}^n$. Then there exists a set of generators for $I_X$, $G(I_X) \subseteq R$, such that for any $F \in G(I_X)$ we have $F = F' \cdot F''$ where $\deg(F') = (a, 0)$ and $\deg(F'') = (0, b)$ for some $a, b \in \mathbb{N}$.

**Proof.** Let $X = X_1 \cup \cdots \cup X_t$ be the decomposition of $X$ as union of level sets. For $u = 1, \ldots, t$, let $H_u \in k[x_0, x_1]$ be the form of degree $(1, 0)$ defining the hyperplane containing the points of $X_u$. We introduce for each of these linear forms a new variable, let us call them $z_1, \ldots, z_t$. Let $S$ be the polynomial ring $k[z_1, \ldots, z_t, y_0, \ldots, y_n]$. We construct
an ideal \( J \subseteq S \) by intersecting the prime ideals \((z_\ell, \ell_{j_1}, \ldots, \ell_{j_n})\) in correspondence to the components of \( X \). This intersection defines a height \( n + 1 \) ideal of \( S \).

Consider \( J \) as an ideal, say \( \overline{J} \), in the ring \( T = S[x_0, x_1] \), where \( S \) is defined in the previous paragraph. Being a cone, \( \overline{J} \) continues to be a height \( n + 1 \) ideal. Consider the linear forms \( z_\ell - H_u \), where \( 1 \leq i \leq t \). Let \( L \) be the ideal generated by all these linear forms. We have

\[
R/I_X \cong T/(\overline{J}, L),
\]

the former of which is ACM. Since \( R/I_X \) and \( T/\overline{J} \) both have height \( n + 1 \), we can view the addition of each linear form in \( L \) as a proper hyperplane section, giving that \( T/\overline{J} \) is also Cohen-Macaulay.

Note that, the factorization in the statement is preserved under proper hyperplane sections, so it if enough to prove the theorem for the ideal \( J \). In order to do that we set, for \( \mathcal{D} \subseteq [t] := \{1, 2, \ldots, t\} \)

\[
Y_\mathcal{D} := \bigcup_{i \in [t] \setminus \mathcal{D}} \pi_1(X_i) \subseteq \mathbb{P}^n.
\]

We denote by \( I_{Y_\mathcal{D}} \) the ideal of \( S \) generated by the forms in the variables \( y_i \)'s vanishing in \( Y_\mathcal{D} \).

We also set

\[
J' := \sum_{\mathcal{D} \subseteq [t]} I_{Y_\mathcal{D}} \cdot \left( \prod_{j \in \mathcal{D}} z_j \right) \subseteq S.
\]

We claim that \( J = J' \) and this will conclude the proof. Note that by construction we have \( J \supseteq J' \). To prove the other inclusion, let denote by \( D_1, \ldots, D_m \) all the subsets of \([t]\) (the number of level set) having cardinality \( a \), and take \( F \in J \) be a bihomogeneous form of degree \((a, b)\) such that

\[
F = \sum_{j=1}^{m} \left( G_j \cdot \prod_{u \in D_j} z_u \right).
\]

Since \( X \) is a set of reduced points, \( J \) is generated by such forms. We first show that each summand of \( F \) belongs to \( J \). Let \( k \in \{1, \ldots, m\} \), we set \( F_k := G_k \cdot \prod_{u \in D_k} z_u \) and take an ideal \( p = (z_h, \ell_{j_1}, \ldots, \ell_{j_n}) \) in the decomposition of \( J \). Two cases occur:

- if \( h \in D_k \) then trivially \( F_k \in p \);
- if \( h \notin D_k \), say \( P \in \mathbb{P}^n \) such that \( I_P = (\ell_{j_1}, \ldots, \ell_{j_n}) \). Then the form \( \bar{F} := \sum_{j : h \notin D_j} F_j \) vanish at \( P \), i.e.

\[
\bar{F}(z_1, \ldots, z_t, P) = \sum_{j : h \notin D_j} \left( G_j(P) \cdot \prod_{u \in D_j} z_u \right) = 0.
\]

But, since \( \prod_{u \in D_j} z_u \) are l.i. in \( S_{(a,0)} \), this is true if and only if \( G_j(P) = 0 \). Then in particular \( G_k \in I_P \) and \( F_k \in p \).

Then \( F_k \in J \) and it vanish in each point of \( Y_{D_k} \) so \( F_k \in I_{Y_{D_k}} \cdot \prod_{j \in D_k} z_j \) and we are done. \( \Box \)
Remark 4.5. The proof of Lemma 4.4 provides a more accurate description of these sets of generators. If $F = F' \cdot F''$ is such an element, then $F'$ is product of linear forms of degree $(1, 0)$, each of them defining a hyperplane containing a level set of $X$. Moreover, if we denote by $X'$ the set of points of $X$ outside the level sets concerning $F''$, then $F''$ is an element in a minimal generating set of $I_{\pi_1(X')} \subseteq k[y_0, \ldots, y_n]$.

Since Proposition 3.2 ensures the ACM property for those sets of points with the inclusion property, from now on we focus on sets of points failing the inclusion property.

Notation 4.6. Let $X$ be a set of points in $\mathbb{P}^1 \times \mathbb{P}^n$ without the inclusion property. We introduce a new partition on $X$. Let $X := X_1 \cup X_2 \cup \cdots \cup X_t$ be the decomposition of $X$ into level sets. For any $i = 1, \ldots, t$, we set

$$Y_i = \pi_1(X_i) \subset \mathbb{P}^n$$

and observe that if $P_i \in \eta_1(X) \subset \mathbb{P}^1$ then

$$X_i = \bigcup_{Q \in Y_i} P_i \times Q.$$

Then we define $A_X$ and $B_X$ by

$$X = A_X \cup B_X$$

where $P \times Q \in B_X$ if and only if $Q \in \bigcap_{i=1}^t Y_i$. See Figure 2. We denote $A_i(X) := X_i \cap A_X$ and $B_i(X) := X_i \cap B_X$. Moreover we set

$$Y := \pi_1(X) \subseteq \mathbb{P}^n, \text{ and } B_Y := \pi_1(B_X) \subseteq \mathbb{P}^n.$$

The idea of the above notation is that if we consider the decomposition of $X$ into its $t$ level sets and $\{P_1, \ldots, P_t\} = \eta_1(X)$ then $A_X$ is the set of points $P \times Q \in X$ so that $P_i \times Q \notin X$ for at least one $i$, and $B_X$ is the set of points $P \times Q$ so that $P_i \times Q \in X$ for all $1 \leq i \leq t$.

![Figure 2. Definition of $A_X$ and $B_X$.](image-url)
Notation 4.7. We will need the following invariants.
\[ N_0(X) := \# \pi_1(A_X) \quad \text{and} \quad N_1(X) := \# \pi_1(B_X) \]
and
\[ D(X) := \bigcup_{i \in \mathbb{Z}} \left\{ \binom{N_0(X) + i}{n}, \binom{N_1(X) + i}{n} + 1, \ldots, \binom{N_0(X) + i + 1}{n} - N_0(X) \right\}. \]

Example 4.8. Say \( n = 2 \) and \( N_0(X) = 4 \). Then \( D(X) \) is the uncrossed set of numbers in Figure 3.

\[
\begin{array}{cccccccccccc}
0 & 1 & 3 & 6 & 10 & 15 & 21 & 28 & 36 & 45 & 55 & 66 \\
2 & 4 & 7 & 11 & 16 & 22 & 29 & 38 & 48 & 59 & 71 & 84 \\
5 & 8 & 12 & 17 & 23 & 30 & 40 & 51 & 63 & 76 & 91 & 107 \\
9 & 13 & 18 & 24 & 31 & 40 & 51 & 63 & 76 & 91 & 107 & 125 \\
14 & 19 & 25 & 32 & 40 & 51 & 63 & 76 & 91 & 107 & 125 & 145 \\
20 & 26 & 33 & 42 & 52 & 63 & 76 & 91 & 107 & 125 & 145 & 170 \\
27 & 34 & 42 & 52 & 63 & 76 & 91 & 107 & 125 & 145 & 170 & 197 \\
35 & & & & & & & & & & & \\
\end{array}
\]

Figure 3. Definition of \( D(X) \) when \( N_0(X) = 4, n = 2 \).

By deleting one more diagonal we get the set \( D(X) \) for the points in Figure 2.

We now describe a construction of a class of sets which are built up by adding points in a certain way, and where we can describe exactly which of the resulting sets are ACM and which are not. To begin we make a stronger assumption on \( A_X \), namely that if \( P_1 \times Q_1 \) and \( P_2 \times Q_2 \) are both in \( A_X \) then \( Q_1 \neq Q_2 \). That is, \( Y_i \cap Y_j \subset B_Y \) for any \( i \neq j \). (This is a restriction only if \( t \geq 3 \).) The result says that if you fix the points of \( A_X \) and keep adding generic points to \( \pi_1(B_X) \) then \( X = A_X \cup B_X \) will switch between being ACM and not being ACM in a predictable way.

In the next results we will assume the ambient space is \( \mathbb{P}^1 \times \mathbb{P}^n \) where \( n \geq 2 \). The exclusion of \( n = 1 \) is not restrictive for this section. Indeed, we are focusing on sets of points failing the inclusion property and, from Proposition 3.4 and Theorem 4.11 in [4], the inclusion property characterize ACM sets of points in \( \mathbb{P}^1 \times \mathbb{P}^1 \).

Theorem 4.9. Let \( X \subseteq \mathbb{P}^1 \times \mathbb{P}^n, n \geq 2 \), be a finite set without the inclusion property such that the points in \( \pi_1(A_X) \) and in \( B_Y = \pi_1(B_X) \) are generic in \( \mathbb{P}^n \). Moreover, assume \( Y_i \cap Y_j \subseteq B_Y \) for any \( i \neq j \). Then \( X \) is ACM if and only if \( N_1(X) \in D(X) \).

Proof. The coordinate ring for \( \mathbb{P}^1 \times \mathbb{P}^n \) is \( R = k[x_0, x_1, y_0, \ldots, y_n] \) with its bihomogeneous grading, which we can also consider with its standard grading as the coordinate ring for...
\[ P^{n+2}. \] From this point of view, a set of points in \( P^1 \times P^n \) can be viewed as a union of lines in \( P^{n+2} \).

We make some general observations. Let \( X = X_1 \cup \cdots \cup X_t \) be the decomposition of \( X \) into level sets with respect to \( \eta_i \) and let \( \eta_i \) be the minimal generator of \( \eta_i \) into level sets with respect to \( \eta_i \) and let \( X' = X_1 \cup \cdots \cup X_{t-1} \). If \( t = 1 \) there is only one level set, so the hypothesis that \( X \) does not have the inclusion property is impossible. Similarly, if \( N_0(X) = 0 \) or \( 1 \) then \( X \) must have the inclusion property. Thus we must assume that \( t \geq 2 \) and \( N_0(X) \geq 2 \).

Assume first that \( N_1(X) \in \mathcal{D}(X) \). We want to show that \( X \) is ACM. Since \( N_0(X) \geq N_0(X') \), we get \( \mathcal{D}(X) \subset \mathcal{D}(X') \) (we remove more diagonals in Figure 3 for \( \mathcal{D}(X) \) than for \( \mathcal{D}(X') \)). Thus we have \( N_1(X') = N_1(X) \in \mathcal{D}(X) \subseteq \mathcal{D}(X') \).

We proceed by induction on \( t \). If \( t = 2 \) then it is clear that \( X' \) is ACM. Otherwise we can assume that \( X' \) is ACM by induction, since \( N_1(X') \in \mathcal{D}(X') \). We also know that \( X_t \) is ACM. We want to show that \( X = X' \cup X_t \) is ACM.

We will view \( X, X' \) and \( X_t \) as unions of lines in \( P^{n+2} \). Consider the exact sequence

\[ 0 \to I_X \to I_{X'} \oplus I_{X_t} \to I_{X'} + I_{X_t} \to 0. \]

We sheafify this sequence and take cohomology over all twists. Since \( X' \) and \( X_t \) are ACM unions of lines, we see that \( X \) is ACM if and only if \( I_{X'} + I_{X_t} \) is a saturated ideal.

Let \( W \) be the scheme in \( P^{n+2} \) defined by \( I_{B_Y} \subset k[y_0, \ldots, y_n] \). We note the following facts:

- each component of \( W \) is defined by \( n \) linear forms, hence is a plane.
- any two components of \( W \) meet in a line; in fact, \( W \) is the cone over \( B_Y \) whose vertex is this line.
- \( W \) is an ACM union of \( |B_X| \) planes.
- \( B_0(X) = X_1 \cap B_X \) (in \( P^1 \times P^n \) ) is defined by \( I_{B_0(X)} = I_{P_t} + I_{B_X} \), and in \( P^{n+2} \) is thus a hyperplane section of \( W \); its components are lines all passing through a single point.
- Let \( F \in k[x_0, x_1] \) be the product of the linear forms defining the points \( \eta_i(X') \subset P^1 \). Then \( B_{X'} \) is defined by the saturated ideal \( (F) + I_W \).
- Let \( (P_i, Q_1), (P_j, Q_2) \in B_X \). If \( i = j \) and \( Q_1 \neq Q_2 \), then the corresponding lines in \( P^{n+2} \) meet in a point; however, this does not affect \( X_t \cap X' \) since in this case the two points are either both in \( X_t \) or both in \( X' \). If \( i \neq j \) and \( Q_1 \neq Q_2 \), then the lines do not meet. If \( i \neq j \) and \( Q_1 = Q_2 \), then the lines meet in the point defined by \( I_{P_i} + I_{P_j} + I_{Q_1} \) (which is uniquely determined even if \( i \) and \( j \) change).

The condition \( Y_i \cap Y_j \subset B_Y \) for any \( i \neq j \) implies that the scheme defined by \( I_{X'} + I_{X_t} \) has support in the union of points defined by \( \bigcap_{Q \in B_Y} I_{P_t} + I_{P_2} + I_Q \). More precisely, if \( L_t \in k[x_0, x_1] \) is the linear form defining \( P_t \) in \( P^1 \) then the saturation of \( I_{X'} + I_{X_t} \) is \( (L_t, F) + I_W \).

Thus we want to show that if \( N_1(X) \in \mathcal{D}(X) \) then \( I_{X'} + I_{X_t} = (L_t, F) + I_W \). The inclusion \( \subseteq \) is clear, so we must prove \( \supseteq \). In particular,

\[ \text{we have to show that every minimal generator of } I_W \text{ (which are all in } k[y_0, \ldots, y_n]) \text{ is in } I_{X'} + I_{X_t}. \]

If \( A_t(X) = \emptyset \) then \( I_{X_t} = (L_t, I_W) \) so we are done. Thus in particular we may assume that \( A_t(X) \neq \emptyset \).
Now we consider $X_t$. If $|A_t(X)| = N_0(X)$, then the assumption that $Y_i \cap Y_j \subseteq B_Y$ forces all other $A_t(X)$ (if any) to be empty, violating the assumption that the inclusion property does not hold. Hence we can assume that $1 \leq |A_t(X)| \leq N_0(X) - 1$.

Now consider the $h$-vector of $W$. Setting $i$ to be the choice in the definition of $D(X)$ that gives $N_1(X)$, we have $\deg W = N_1(X) = \binom{N_0(X) + i}{n} + s$ and the $h$-vector is

$$\begin{pmatrix} 1, \binom{n}{n-1}, \binom{n+1}{n-1}, \ldots, \binom{N_0(X) + i - 1}{n-1}, s \end{pmatrix},$$

where

$$0 \leq s \leq \binom{N_0(X) + i}{n-1} - N_0(X)$$

and the $s$ occurs in degree $N_0(X) + i - n + 1$. The inequality (4.1) means that the number of minimal generators of $I_W$ in degree $N_0(X) + i - n + 1$ is at least $N_0(X)$. More importantly, note that the number of minimal generators in degree $N_0(X) + i - n + 1$ is exactly $\binom{N_0(X) + i}{n-1} - s$.

We want to see that all of these minimal generators are in $I_{X_t} + I_{X'}$. Lemma 4.4 gives a description of the minimal generators of an ACM set of points, but the important thing for us now is to consider the minimal generators that only involve the $y_i$. Let $a$ be the number of points of $A_X$ lying in $X_t$ and $b$ the number not lying on $X_t$. Since the points of $\pi_1(A_X)$ are generic, we have $\binom{N_0(X) + i}{n-1} - s - a$ such minimal generators in $I_{X_t}$ and $\binom{N_0(X) + i}{n-1} - s - b$ such minimal generators in $I_{X'}$. Now we use the assumption that $Y_i \cap Y_j \subseteq B_Y$ and that the points of $\pi_1(A_X)$ are chosen generically. Then the sum has

$$2 \cdot \left[ \binom{N_0(X) + i}{n-1} - s \right] - a - b = 2 \cdot \left[ \binom{N_0(X) + i}{n-1} - s \right] - N_0$$

minimal generators involving only the $y_i$ in degree $N_0(X) + i - n + 1$. We have to check that this is enough. Indeed,

$$2 \cdot \left[ \binom{N_0(X) + i}{n-1} - s \right] - N_0 \geq \binom{N_0(X) + i}{n-1} - s$$

if and only if

$$s \leq \binom{N_0(X) + i}{n-1} - N_0(X),$$

which is equivalent to $N_1(X) \in D$.

Note that $I_W$ may also have minimal generators in degree $N_0(X) + i - n + 2$, but this does not interfere with the question of saturation for $I_{X_t} + I_{X'}$.

Note also that this argument simultaneously takes care of the inductive step (taking $t = 2$).

The converse is almost the same argument. Indeed, if $X$ is ACM then $I_{X'} + I_{X_n}$ is saturated, and the argument above explains why we must have $N_1(X) \in D(X)$. □

**Remark 4.10.** As mentioned in the introduction, if $X$ is a finite set of points in $(\mathbb{P}^1)^n$ then there is a combinatorial condition on the subsets of $X$ that completely determines whether $X$ is ACM or not. That is, the ACM question is determined by the existence or not of certain kinds of subconfigurations. Here we see that this is no longer true even
in \( \mathbb{P}^1 \times \mathbb{P}^n \) \((n \geq 2)\). Indeed, for sets of points \( X = A_X \cup B_X \) satisfying the conditions of the theorem, one can keep adding “stacked” generic points to \( B_X \) (adding one new point in each level set so that \( \pi_1(X) \) only increases by one point), repeating this procedure as often as desired, and the ACM property will depend only on the cardinality of \( B_X \) (since only \( N_i(X) \) is increasing, not \( N_0(X) \)).

Our next goal is to partially generalize Theorem 4.9, removing the assumption \( Y_i \cap Y_j \subseteq B_Y \) for any \( i \neq j \).

**Theorem 4.11.** Let \( X \subseteq \mathbb{P}^1 \times \mathbb{P}^n \) be a finite set without the inclusion property such that the points in \( \pi_1(A_X) \) and in \( B_Y = \pi_1(B_X) \) are generic in \( \mathbb{P}^n \). If \( N_1(X) \in \mathcal{D}(X) \) then \( X \) is ACM.

**Proof.** We build off Theorem 4.9. We know that the result is true when \( Y_i \cap Y_j \subseteq B_Y \) for any \( i \neq j \), so it is enough to show that adding points one at a time in such a way that \( \pi_1(X) \) remains unchanged (equivalently, in this case, such that \( \pi_1(A_X) \) remains unchanged) does not affect the ACM property.

Let \( X' \subseteq \mathbb{P}^1 \times \mathbb{P}^n \) be a finite set such that the points in \( \pi_1(A_{X'}) \) and in \( \pi_1(B_{X'}) \) are generic in \( \mathbb{P}^n \), as defined above. Let \( P \in (\mathbb{P}^1 \times \mathbb{P}^n) \setminus X' \) and for convenience set \( P = P_0 \times Q_0 \) with \( P_0 \in \mathbb{P}^1 \) and \( Q_0 \in \mathbb{P}^n \). Assume that \( \pi_1(P) \in \pi_1(A_{X'}) \) and \( \pi_2(P) \in \pi_2(B_{X'}) \). (The former says that at least one point of \( A_{X'} \) is of the form \( P_i \times Q_0 \), \( i \neq 0 \), and the latter says that at least one point of \( B_{X'} \) is of the form \( P_0 \times Q_i \), \( i \neq 0 \). In terms of Figure 2, we are allowing ourselves to insert points at the open circles.) Let \( X = X' \cup P \). Notice that adding \( P \) to \( X' \) in this way gives us \( N_0(X) = N_0(X') \) and \( N_1(X) = N_1(X') \).

Assume that \( N_1(X) = N_1(X') \in \mathcal{D}(X) = \mathcal{D}(X') \). Assume that \( X' \) is ACM. We claim that \( X \) is ACM. Then the result will follow from Theorem 4.9 since we begin with an ACM set of points and keep adding points in a way that preserves the ACM property.

Viewed in \( \mathbb{P}^{n+2} \), we may view \( X' \) as a union of lines, so the ACM property is equivalent to the vanishing of \( H^1(I_{X'}(t)) \) for all \( t \). From the long exact sequence associated to the sheafification of the exact sequence

\[
0 \to I_X \to I_{X'} \oplus I_P \to I_{X'} + I_P \to 0
\]

and the ACM property for \( X' \) and for \( P \), we see that \( X \) is ACM if and only if \( I_{X'} + I_P \) is saturated.

Assume without loss of generality that \( I_P = (x_0, y_0, \ldots , y_{n-1}) \). The ideal \( I_{X'} + I_P \) defines the scheme-theoretic intersection of the line associated to \( P \) with the union of lines associated to \( X' \). This is supported on two points, as follows.

(a) If \( Q \in X' \) satisfies \( \pi_2(Q) = \pi_2(P) \) (i.e. \( Q = P_0 \times Q_i \) for some \( i \neq 0 \)), then without loss of generality we can assume that \( I_Q = (x_0, \ell_1, \ldots, \ell_n) \) where the \( \ell_i \) are general linear forms in \( k[y_0, \ldots, y_n] \). Thus the line in \( \mathbb{P}^{n+2} \) corresponding to \( Q \) meets the line corresponding to \( P \) at the point defined by \( (x_0, y_0, \ldots, y_n) \) in \( \mathbb{P}^{n+2} \), and \( I_{X'} + I_P \) defines a scheme supported in part at this point (since by assumption such \( Q \in X' \) exist).

(b) If \( Q \in X' \) satisfies \( \pi_1(Q) = \pi_1(P) \) (i.e. \( Q = P_i \times Q_0 \) for some \( i \neq 0 \)), without loss of generality assume that \( I_Q = (x_1, y_0, \ldots, y_{n-1}) \). Thus the line in \( \mathbb{P}^{n+2} \) corresponding to \( Q \) meets the line corresponding to \( P \) at the point defined by \( (x_0, x_1, y_0, \ldots, y_{n-1}) \).
in \( \mathbb{P}^{n+2} \), and \( I_{X'} + I_P \) defines a scheme supported in part at this point (since by assumption such \( Q \in X' \) exist).

No other point of \( X' \) corresponds to a line that meets the line corresponding to \( P \). Thus the scheme defined by \( I_{X'} + I_P \) is supported at these two points.

We now determine \( (I_{X'} + I_P)^{sat} \) in \( k[x_0, x_1, y_0, \ldots, y_n] \). Since it defines a subscheme of a line, clearly it will have the form \( (x_0, y_0, \ldots, y_{n-1}, f) \), where \( f \in k[x_1, y_n] \), and we just have to determine \( f \). Since we have determined the two points where \( f \) vanishes on our line, we also know that \( f \) has the form \( x_1^a y_n^b \) and we only have to determine \( a \) and \( b \).

Let \( X_{(a)} \) be the set of points of type (a), and let \( X_{(b)} \) be the set of points of type (b) in \( X' \). Let \( r \) be the initial degree of \( I_{\pi_1(X_{(a)})} \) in \( k[y_0, \ldots, y_n] \) and let \( s = |X_{(b)}| \).

**Claim:** \( (I_{X'} + I_P)^{sat} = (x_0, y_0, \ldots, y_{n-1}, x_1^a y_n^b) \).

Note that \( \pi_1(X_{(a)}) \subset \mathbb{P}^n \) has a homogeneous ideal \( J := I_{\pi_1(X_{(a)})} \subset k[y_0, \ldots, y_n] \) and is ACM. Hence \( I_{X_{(a)}} = (x_0, J) \) in \( k[x_0, x_1, y_0, \ldots, y_n] \). It follows that

\[
I_P + I_{X_{(a)}} = (x_0, y_0, \ldots, y_{n-1}, J) = (x_0, y_0, \ldots, y_{n-1}, y_n)
\]

since the points of \( \pi_1(A_{X'}) \) and \( \pi_1(B_{X'}) \) are generic. So the scheme of intersection of the line defined by \( P \) with the union of lines corresponding to points of \( X_{(a)} \) is defined by the ideal \( (x_0, y_0, \ldots, y_{n-1}, y_n) \).

Notice that \( \pi_2(X_{(b)}) \subset \mathbb{P}^1 \) is defined by a product of distinct linear forms \( G = m_1 \ldots m_s \), not divisible by \( x_0 \), in \( k[x_0, x_1] \) and that \( X_{(b)} \) is ACM with defining ideal \( (G, y_0, \ldots, y_{n-1}) \). Thus the scheme defined by \( I_{X_{(b)}} + I_P \), which is the scheme-theoretic intersection of the line defined by \( P \) with the union of lines corresponding to points of \( X_{(b)} \) is defined by the ideal \( (x_0, x_1^a, y_0, \ldots, y_{n-1}) \).

Since \( (I_{X'} + I_P)^{sat} \) is the saturated ideal corresponding to the union of these two complete intersection schemes, the claim follows.

Finally, we have to show that \( I_{X'} + I_P = (x_0, y_0, \ldots, y_{n-1}, x_1^a y_n^b) \). Let us write \( X_{(a)} = A_{(a)} \cup B_{(a)} \), separating the points of \( X_{(a)} \cap A_X \) from those of \( X_{(a)} \cap B_X \). Let \( Y := \pi_1(X') \setminus \pi_1(P) \subset \mathbb{P}^n \). The key observation is that the following three are equal:

- the initial degree of \( I_{\pi_1(B_{(a)})} \) in \( k[y_0, \ldots, y_n] \) (note \( B_{(a)} = B_X \));
- the initial degree of \( I_{\pi_1(X_{(a)})} \);
- the initial degree of \( I_Y \).

This observation is thanks to the numerical assumption \( N_1(X') \in \mathcal{D}(X') \), since \( |A_{(a)}| \leq N_0(X') - 1 \) and the points are generic. Then if \( G \in k[x_0, x_1] \) is the generator of \( \pi_2(X_{(b)}) \) (a product of \( s \) distinct linear forms not divisible by \( x_0 \)) and \( F \) is a minimal generator of \( I_Y \) of least degree (namely \( r \)) then clearly \( FG \in I_X \) restricts to \( x_1^a y_n^b \) modulo \( I_P \) and so \( I_{X'} + I_P \) is saturated, and hence \( X \) is ACM.

**Conjecture 4.12.** The converse to Theorem 4.11 is also true: if \( X = A_X \cup B_X \) is ACM, satisfying the stated assumptions, then \( N_1(X) \in \mathcal{D}(X) \).
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