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Abstract

We deepen the study of conjoined and disjoined conditional events in the setting of coherence.
These objects, differently from other approaches, are defined in the framework of conditional
random quantities. We show that some well known properties, valid in the case of unconditional
events, still hold in our approach to logical operations among conditional events. In particular
we prove a decomposition formula and a related additive property. Then, we introduce the set of
conditional constituents generated by n conditional events and we show that they satisfy the basic
properties valid in the case of unconditional events. We obtain a generalized inclusion-exclusion
formula and we prove a suitable distributivity property. Moreover, under logical independence
of basic unconditional events, we give two necessary and sufficient coherence conditions. The
first condition gives a geometrical characterization for the coherence of prevision assessments on
a family J constituted by n conditional events and all possible conjunctions among them. The
second condition characterizes the coherence of prevision assessments defined on F U K, where K
is the set of conditional constituents associated with the conditional events in F. Then, we give a
further theoretical result and we examine some examples and counterexamples. Finally, we make
a comparison with other approaches and we illustrate some theoretical aspects and applications.

Keywords: Coherence, Conditional random quantities, Conjunction and disjunction of
conditionals, Decomposition formula, Conditional constituents, Inclusion-exclusion formula.

1. Introduction and motivations

The study of logical operations among conditional events is a relevant topic of research in
many fields, such as probability logic, multi-valued logic, artificial intelligence, and psychology
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of reasoning; it has been largely discussed and investigated by many authors (see, e.g., [@, , ,
, , , , , , ]). We recall that in a pioneering paper, written in 1935, de Finetti ([@])
proposed a three-valued logic for conditional events, also studied by Lukasiewicz. Moreover,
different authors (such as Adams, Belnap, Calabrese, de Finetti, Dubois, van Fraassen, McGee,
Goodmann, Lewis, Nguyen, Prade, Schay) have given many contributions to research on three-
valued logics and compounds of conditionals (for a survey see, e. g.,[@]). Conditionals have been
extensively studied also in [@, ].

Usually, the result of the conjunction or the disjunction of conditionals, as defined in literature,
is still a conditional; see e.g. [[]'], , , |ﬁ|, , ]. However, in this way classical probabilistic
properties are lost; for instance, differently from the case of unconditional events, the lower and
upper probability bounds for the conjunction of two conditional events are no more the Fréchet-
Hoeftding bounds; in some cases trivially these bounds are 0 and 1, respectively. This aspect has
been recently studied in ].

A different approach, where the result of conjunction or disjunction of conditionals is not a
three-valued object, has been given in [@, ]. In [@, , @] arelated theory has been developed
in the setting of coherence, with the advantage (among other things) of properly managing the case
where some conditioning events have zero probability. In these papers, the results of conjunction
and disjunction of conditional events are conditional random quantities with a finite number of
possible values in the interval [0, 1].

In addition, it has been proved that the Fréchet-Hoeffding probability bounds continue to hold
for the conjunction of two conditional events ([@]). In this paper, we give a related result which
concerns the conjunctions associated with two disjoint sub-families of a family of n conditional
events.

We show that the conjunction C;..,, of n conditional events can be decomposed as the sum
of its conjunctions with a further conditional event E,|H,., and the negation E,|H, ;. This
result generalizes the well known formula (for the indicators of two unconditional events A and
B): A = AB + AB.

We give a generalization of the inclusion-exclusion formula for the disjunction of a finite num-
ber of conditional events. Moreover, we prove the validity of a suitable distributivity property,
by means of which we can directly obtain the inclusion-exclusion formula. A main motivation
of the paper is that of introducing the conditional constituents for a finite family of conditional
events, which can be looked at as a conditional counterpart of atoms of a Boolean algebra. We
show that the conditional constituents satisfy the basic numerical and probabilistic properties of
the (indicators of the) constituents associated with a finite family of unconditional events.

Under logical independence, we give a necessary and sufficient condition for coherence of a
prevision assessment M on a family # containing n conditional events and all the (2" —n — 1)
possible conjunctions among them. Such a characterization amounts to the solvability of a linear
system which can be interpreted in geometrical terms. Then, the set of all coherent assessments
on the family J is represented by a list of linear inequalities on the components of each prevision
assessment M.

In addition, by considering the set X of conditional constituents associated with the conditional
events in F, we give a result which under logical independence characterizes the coherence of
prevision assessments on FUX. Then, given any coherent assessment M on 7, we show that every
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possible value of the random vector associated with J is itself a particular coherent assessment on
J. To better illustrate our results, we examine some examples and counterexamples.

Finally, we make a comparison with other approaches, by giving a result related to the notion
of atom of a Boolean algebra of conditionals introduced in [E_Xlﬁﬁ]. In this context, we discuss the
significance of our theory by recalling some theoretical aspects and applications.

The paper is organized as follows: In Section [2] we recall some basic notions and results on
coherence of conditional probability and prevision assessments. We also recall the definition of
conjunction and disjunction among conditional events, and the notion of negation. In Section 3]
we first give a result related to Fréchet-Hoeffding bounds; then we illustrate the decomposition
formula for the conjunction of n conditional events. In Section ] we introduce the set X of con-
ditional constituents for a family of n conditional events & = {E/|H,, ..., E,|H,}. We show that,
as in the case of unconditional events, the sum of the conditional constituents is equal to 1 and for
each pair of them the conjunction is equal to 0. Then we show that, for each non empty subset
S < {1,...,n} the conjunction Cs = A, E;|H; is the sum of suitable conditional constituents
in X; hence the prevision of Cg is the sum of the previsions of such conditional constituents.
In Section [3] we give a generalization of the inclusion-exclusion formula for the disjunction of
n conditional events. Then, we prove a suitable distributivity property and we examine related
probabilistic results. In Section [ under the hypothesis of logical independence of basic uncon-
ditional events, we characterize in terms of a suitable convex hull the set of all coherent prevision
assessments on a family J containing n conditional events and all the possible conjunctions among
them. Such a characterization amounts to the solvability of a linear system. Then, we illustrate the
set of all coherent assessments on the family J by a list of linear inequalities on the components
of each prevision assessment. We also characterize the coherence of prevision assessments on
F u K. In Section[7] given any coherent assessment M on F, we show that every possible value
of the random vector associated with J is itself a particular coherent assessment on F. In Section
we illustrate further aspects on coherence by examining some examples and counterexamples.
In Section 0] after a comparison with other approaches, we give a result related to the notion of
atom of a Boolean algebra of conditionals introduced in [Iﬁ, | and we illustrate some theoretical
aspects and applications of our theory. In Section [I0] we give some conclusions.

2. Some preliminary notions and results

In this section we recall some basic notions and results which concern coherence (see, e.g.,

[@, , EL , , , @]) and logical operations among conditional events (see [@, , @, @,

2.1. Events and conditional events

An event E is an uncertain fact described by a (non ambiguous) logical proposition; in formal
terms E is a two-valued logical entity which can be frue, or false. The indicator of E, denoted by
the same symbol, is 1, or 0, according to whether FE is true, or false. The sure event and impossible
event are denoted by Q and (7, respectively. Given two events E| and E,, we denote by E; A E,,
or simply by E|E,, (resp., E; v E;) the logical conjunction (resp., the logical disjunction). The
negation of E is denoted E. We simply write E; < E, to denote that E; logically implies E,, that



is E\E, = (J. We recall that n events E|, ..., E, are logically independent when the number m of
constituents, or possible worlds, generated by them is 2" (in general m < 2").

Given two events E, H, with H # (7, the conditional event E|H is defined as a three-valued
logical entity which is true, or false, or void, according to whether EH is true, or EH is true, or H
is true, respectively. Given a family & = {E|Hy,..., E,|H,}, we observe that, for each i, it holds
that E;H; v E;H; v H; = Q; then by expanding the expression A\, (E;H; v E;H; v H;) we can
represent Q as the disjunction of 3" logical conjunctions, some of which may be impossible. The
remaining ones are the constituents generated by € and, of course, are a partition of Q. We denote
by Cy,...,C, the constituents which logically imply the event H,, = H, v --- v H,. Moreover,
(f H, # Q) we denote by C, the remaining constituent H, = H, - - - H,. Thus

H,=Cyv-vCpy, Q=H,vH,=CovCiv--vCn, m+1<3",

For instance, given four logically independent events E 1 E, H, H, Ehe constituents gePeratEd by
&= {€1|H1,E2|H2} a_re_Cl = E1H1E2H2,_C2 = E11:11E2[;I2, C; = l_flllllEsz, Cs = E\HE>2H,,
Cs = HiEy)H,, Co = H E>H,, C; = E\H H,, Cy = E\H H,, Cy = H | H,.

2.2. Coherent conditional prevision assessments for conditional random quantities

Given a (real) random quantity X and an event H # (J, we denote by P(X|H) the prevision
of X conditional on H. In the framework of coherence, to assess P(X|H) = u means that, for
every real number s, you are willing to pay an amount su and to receive sX, or su, according
to whether H is true, or H is true (the bet is called off), respectively. The random gain is G =
s(XH + uH) — su = sH(X — p).

As we will see, a conjunction of n conditional events is a conditional random quantity with
a finite number of possible (numerical) values. Then, in what follows, for any given conditional
random quantity X|H, we assume that, when H is true, the set of possible values of X is a finite
subset of the set of real numbers R. In this case we say that X|H is a finite conditional random
quantity. Given a prevision function P defined on an arbitrary family X of finite conditional
random quantities, consider a finite subfamily ¥ = {X;|H,, ..., X,|H,} < K and the vector M =
(t1y .-, ), where u; = P(X;|H;) is the assessed prevision for the conditional random quantity
Xi|H;, i€ {1,...,n}. With the pair (F, M) we associate the random gain G = ", s;H;(X; — ;).
We denote by Gy, the set of values of G restricted to ‘H,, = H; v --- v H,. Then, by the betting
scheme of de Finetti, the notion of coherence is defined as below.

Definition 1. The prevision function P defined on K is coherent if and only if, Vn > 1, VF =
{X\|Hy,...,X,|H,} < K, itholds that: min Gy, <0 < max Gg,, ¥ s1,..., S

A conditional prevision assessment P on K is said incoherent if and only if there exists a finite
combination of n bets such that min G¢;, - max G¢;, > 0, that is such that the values in G4, are all
positive, or all negative (Dutch Book). In the particular case where K is a family of conditional
events, then Definition[Ilbecomes the well known definition of coherence for a probability function
P, denoted as P, defined on K.

Given a family ¥ = {X,|H,, ..., X,|H,}, foreachi = 1,...,n, we denote by {x;, ..., x;,} the
set of possible (numerical) values for the restriction of X; to H;; then, for each i = 1,...,n, and

4



j=1,...,r,wesetA;; = (X; = x;;). Of course, for each i, the family {H;, A;;H;, j=1,...,r}
is a partition of the sure event Q, with A;;H; = A;; and \/;: \Aij = H;. Then, the constituents
generated by the family ¥ are (the elements of the partition of Q) obtained by expanding the
expression A\"_,(Aj v+ VA, vH;). WesetCy = H, - - H, = H, (it may be C, = f); moreover,
we denote by Cy, ..., C, the constituents contained in /. Hence /\?:1 (Aj v -V Ay v Ifli) =
Vo Cn. Witheach C;,, h = 1,...,m, we associate a vector @y, = (gn1, - - - » gmn), Where gy = x;; if
Ch<S Ay, j=1,...,r,while g = p; if C, < H;; with C it is associated Qy = M = (H1s- ey )
As, for each i, j, the quantities x;;, u; are real numbers, it holds that 0, e R*, h = 0, 1,...,m.
Denoting by 7 the convex hull of Qy,..., Q,,, the condition M € I amounts to the existence
of a vector (4. .., 4,) such that: >;" | 4,0, = M, 3", 4, =1, 4, =0, Vh; in other words,
M e T is equivalent to the solvability of the system (), associated with (¥, M), given below.

S G =iy i=1,...,
(Z){ S =1, 24,20, h=1,...,m. (1)

Given the assessment M = (uy,...,u,) on F = {X||H,,...,X,|H,}, let S be the set of solutions
A = (4,...,4,) of system (X) defined in (I). Then, the following characterization theorem for
coherent assessments on finite families of conditional random quantities can be proved ([Ia]).

Theorem 1. [Characterization of coherence]. Given a family of n conditional random quantities
¥ = {X||H\,...,X,|H,}, with finite sets of possible values, and a vector M = (uy,...,u,), the
conditional prevision assessment P(X;|H;) = uy, ..., P(X,|H,) = p, is coherent if and only if,
for every subset J < {1,...,n}, defining F; = {X;|H;, i€ J}, M; = (u;, i € J), the system (X,)
associated with the pair (%, M,) is solvable.

As shown by Theorem([I] the solvability of system () (i.e., the condition M € I') is a necessary
(but not sufficient) condition for coherence of M on . Given the assessment M on 7, let S be
the set of solutions A = (4y,...,4,,) of system (X) defined in (Il). By assuming the system (X)
solvable, that is S # ¢J, we define:

I() = {l . MaXaes thcthi /lh = 0}, T() = {X,|H, ,i€ I()}, M() = (,Lti, i€ I()) . (2)

We observe that i € I, if and only if the (unique) coherent extension of M to H;|H, is zero. Then,
the following theorem can be proved ([Ia, Theorem 3]):

Theorem 2. [Operative characterization of coherence] A conditional prevision assessment M =
(11, .., () on the family 7 = {X,|H,,. .., X,|H,} is coherent if and only if the following condi-
tions are satisfied:

(i) the system (X) defined in (D) is solvable; (ii) if Iy # &, then M is coherent.

In order to illustrate the previous results, we examine an example.

Example 1. Let E, H, K be three events, with HK = ¢ and E logically independent of H and
K. Moreover, let # = (x,y) be a probability assessment on the family € = {E|H, E|K}, where
x = P(E|H) and y = P(E|K). The constituents generated by € are: C;, = EHK, C, = EHK,
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C; = EHK,C, = EHK, Cy = HK. Then, the associated points Qs are: Q; = (1,y), 0> = (x, 1),
03 = (0,y), 04 = (x,0), Qp = P = (x,). The system (X) is

{A+lbx+bx =x, y+th+lby =y, h+b+A+4 =1, 4,0, Vh

As it can be verified, for each (x,y) € [0, 1], the vector (4;,...,44) = (3,3, 5%, 1%’) is a solution

2 b
of (X). Moreover, for this solution it holds that

NI=

1 1
=4+ ==>0; A=A +A==>0.
Z h 1+ 43 5 2 y 2+ Ay 5

ChcH CreK
Then, Iy = ¢ and by Theorem [2] the assessment (x, y) is coherent, for every (x,y) € [0, 1].

2.3. A deepening on the notion of conditional random quantity

We recall that, in the subjective approach to probability theory, given an event H # ¢ and
a random quantity X by the betting metaphor the conditional prevision P(X|H) is defined as the
amount u you agree to pay, by knowing that you will receive the amount XH + uH. This quantity
coincides with X, if H is true, or with y, if H is false (bet called off). Usually, in literature the
conditional random quantity X|H is defined as the restriction of X to H, which coincides with
X, when H is true, and it is undefined when H is false. Under this point of view, (when H is
false) X|H does not coincide with XH + uH. However, by coherence, it holds that P(XH + uH) =
P(X|H)P(H)+uP(H) = uP(H)+uP(H) = p. Then, we can extend the notion of X|H, by defining
its value as equal to ¢ when H is false (for further details see [@]). In this way X|H coincides
with XH + pH and in the betting scheme it can be interpreted as the amount that you receive when
you pay its prevision u. In addition, the random gain G can be represented as G = s(X|H — p). In
particular, when X is the indicator of an event E, we obtain X|H = EH + P(E|H)H and it holds
that

P(X|H) = P[EH + P(E|H)H| = P(E|H)P(H) + P(E|H)P(H) = P(E|H).

In this case X|H is the indicator of the conditional event E|H (which we denote by the same
symbol) and, by defining P(E|H) = x, it holds that

1, if EH is true,
E|H = EH + xH = EH + x(1 — H) = { 0, if EH is true, (3)
x, 1if H is true.

For related discussions, see also [@, , ]. By Definition [T} the coherence of the assessment
P(E|H) = x is equivalent to min Gy < 0 < max Gy, Vs, where Gy is the set of values of
G restricted to H. Then, the set IT of coherent assessments x on E|H is: (i) II = [0, 1], when
& # EH + H; (ii) I1 = {0}, when EH = &, (iii) Il = {1}, when EH = H. Of course, the third
value of the random quantity E|H depends on the subjective assessment P(E|H) = x. Notice that,
when H € E (i.e., EH = H), by coherence P(E|H) = 1 and hence for the indicator it holds that
E[H=H+H=1.

By exploiting our extended notion of conditional random quantity, we can develop some alge-
braic aspects ([32, Section 3],[@, Section 3.2]). For instance, we can show that:
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e denoting by p and v the previsions of X|H and Y|K, respectively, the sum X|H + Y|K
coincides with the conditional random quantity (XH + puH + YK + vK)|(H v K), with
P(X|H+Y|K)=P(X|H) + P(Y|K) = u+ v;

e a(X|H) + b(Y|K) = (aX)|H + (bY)|K, where a, b are real numbers;
e P(XH|K) = P(H|K)P(X|HK), which is the compound prevision theorem.

Moreover, as shown by the result below, if X|H and Y|K coincide when H v K is true, then their
previsions are equal and it follows that X|H and Y|K also coincide when H v K is false, so that
X|H = Y|K in all cases (136, Theorem 41).

Theorem 3. Given any events H # (J, K # ¢J, and any r.q.’s X, Y, let I be the set of the coherent
prevision assessments P(X|H) = u, P(Y|K) = v.

(i) Assume that, for every (u,v) € I, X|H = Y|K when H v K is true; then u = v for every
(1, v) €I

(ii) For every (u,v) € II, X|H = Y|K when H v K is true if and only if X|H = Y|K.

To better illustrate Theorem [3] we observe that
X|H —Y|K = (XH + uH — YK — vK)|(H v K).

Now, assume that X|H and Y|K coincide when H v K is true, so that X|H — Y|K = 0 when
H v K is true. If H v K is false, that is H K is true, it holds that X|H = y and Y|K = v, so that
X|H — Y|K = u — v. Then, in a conditional bet on the conditional random quantity X|H — Y|K, if
you pay u — v = P(X|H — Y|K), you receive zero when H v K is true, or you receive back u — v
when H v K is false (bet called off). Then, by coherence, it mustbe u — v = 0, thatis 4 = v, and
hence X|H = Y|K.

Remark 1. Theorem [3] has been generalized in [@, Theorem 6] by replacing the symbol “="
by “<” in statements (i) and (ii). In other words, if X|H < Y|K when H v K is true, then
P(X|H) < P(Y|K) and hence X|H < Y|K in all cases.

2.4. Logical operations among conditional events
We recall below the notions of conjunction and disjunction of two conditional events.

Definition 2. Given any pair of conditional events E||H; and E,|H,, with P(E||H,) = x; and
P(E,|H,) = x,, their conjunction (E|H,) A (E,|H,) is the conditional random quantity defined as

(E1|H1) A\ (E2|H2) = (E]H]EzHQ + X1H1E2H2 + X2H2E1H1)|(H1 \ Hg) =
1, if E1H1E2H2 18 true,
0, if ElHl \ EZHZ 18 true,
= xi1, if HE,H, is true,
X2, if I‘_I2E1H1 is true,
X12, lfl‘_I1I‘_12 is true,

“4)

where x1o = P[(E\|H}) A (E2|H,)] = P[(E\H,ExH, + x H\E,Hy + xoH2EHy)|(Hy v H))J.
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In betting terms, the prevision x;, represents the amount you agree to pay, with the proviso that
you will receive the quantity E\H,E,H, + x;H,E,H, + x,H,E H;, or you will receive back the
quantity x;,, according to whether H, v H, is true, or H,H, is true. In other words, by paying x,,
you receive E\HE,H, + xiH\E,H, + x,H,E\H; + x1,H,H,, which assumes one of the following

values: .
e 1, if both conditional events are true;

e (), if at least one of the conditional events is false;

e the probability of the conditional event that is void if one conditional event is void and the
other one is true;

e xi, (the amount that you paid) if both conditional events are void.

Remark 2. By recalling (3), we again emphasize that there is a different indicator of a conditional
event E|H for each coherent evaluation of P(E|H). The same comment applies to the conjunction
(E1|Hy)  (E,|H,); indeed, each different conjunction is associated to a different coherent assess-
ment (xy, X2, X12). We also remark that Definition Rlis not circular because, after assessing (xi, x,),
the conjunction is completely specified once by the betting scheme you, coherently with (xi, x,),
decide the value x|, = P[(E\H,E,Hy + x\H\EoHy + x,HyE(Hy)|(Hy v Hy)).

We recall a result which shows that Fréchet-Hoeffding bounds still hold for the conjunction of
conditional events ([@, Theorem 7]).

Theorem 4. Given any coherent assessment (x, x;) on {E||H}, E;|H,}, with E, Hy, E,, H, log-
ically independent, H, # &, H, # &, the extension xj, = P[(E||H,) A (E3|H>)] is coherent if
and only if the following Fréchet-Hoeffding bounds are satisfied:

max{x; +x, — 1,0} = x|, < x;p < x{, = min{x;, x}. (5)

Remark 3. From Theorem M| as the assessment (xj,x;) on {E;|H;, E,|H,} is coherent for
every (x;,x) € [0,1]% the set I1 of all coherent prevision assessments (xj,Xs,X;2) on
{E1|H1,E2|H2, (E1|H1) AN (E2|H2)} is

IT = {(x1, %2, x12) : (x1,x2) € [0, l]z,max{xl + x; — 1,0} < x1o < min{xy, x}}, (6)
which is the tetrahedron with vertices the points (1, 1, 1), (1,0,0), (0, 1,0), (0, 0,0).

Other related approaches to compound conditionals have been developed in [@, ]. However,
in our coherence-based approach we can properly manage the case where the probability of some
conditioning events is zero. Then, differently from other authors, we can compute lower and
upper bounds for conjunction and disjunction only in terms of the probabilities of the two given
conditional events. We recall below the notion of disjunction between two conditional events.

Definition 3. Given any pair of conditional events E||H; and E,|H,, with P(E||H,) = x; and
P(E,|H,) = x,, their disjunction (E||H;) v (E,|H,) is the conditional random quantity defined as

(El‘Hl) \ (Ez‘Hz) = (ElHl \% E2H2 + X1H1E2H2 + XszElHl)‘(Hl \ Hz) =
1, if E\H, v E;H, is true,
0, if E1H152H2 is true,
= X1, if ﬁ]EQHz 18 true,
X2, if ﬁ2E1H1 18 true,
Y12, if H H, is true,
8
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where y, = P[(E||H,) v (Ey|H))] = P[(E\H, v ExHy + xH EyHy + xo Ho E(HY)|(Hy v Hb).

Of course, the assessment (xj, x5, y;2) must be coherent. In betting terms, y, represents the
amount you agree to pay, with the proviso that you will receive the quantity E\H, v E,H, +
x1H E>H, + x,H,E\H, + yi»H,H,, which assumes one of the following values:

e 1, if at least one of the conditional events is true;

e 0, if both conditional events are false;

¢ the probability of the conditional event that is void if one conditional event is void and the

other one is false;

e y, (the amount that you paid) if both conditional events are void.

Notice that, differently from conditional events which are three-valued objects, the conjunction
(E\|Hy) A (E2|H,) and the disjunction (E;|H;) v (E,|H,) are not any longer three-valued ob-
jects, but five-valued objects. Moreover, the comments of Remark [2] also apply in a dual way to
disjunction.

We give below the notion of conjunction of n conditional events.

Definition 4. Let n conditional events E|H, . .., E,|H, be given. For each non-empty strict subset
S of {1,...,n}, let x5 be a prevision assessment on /\ ¢ (E;|H;). Then, the conjunction (E{|H;) A
.-+ A (E,|H,) is the conditional random quantity C;..., defined as

= [Nt EiHi + X512y X5 (Nies Hi) A (Nigs EHDII(V 2 Hi) =

1, if A\_, E:H; is true,

0, if \/"_, E;H; is true, (8)
x5, Af (Aies Hi) A (Nigs EiHy) istrue, & # S < {1,2...,n},

Xioms if AL, H; is true,

Cion

n n

Xtow = Xty = P(Ca) = PIONEH: + > xs(/\H) A (/\ EH))I(\/ H)].

i=1 F£S {1,2...n} icS itS i=1

For n = 1 we obtain €, = E;|H,. In Definition [ each possible value x5 of C;..,, & # S <
{1,...,n}, is evaluated when defining (in a previous step) the conjunction Cs = A, (Ei|H;).
Then, after the conditional prevision x;..,, is evaluated, C;..., is completely specified. Of course,
we require coherence for the prevision assessment (xs, & # S < {1,...,n}),sothat €,..,, € [0, 1].
In the framework of the betting scheme, x;..., is the amount that you agree to pay with the proviso
that you will receive:

e 1, if all conditional events are true;

e 0, if at least one of the conditional events is false;

e the prevision of the conjunction of that conditional events which are void, otherwise. In

particular you receive back x;..,, when all conditional events are void.



We observe that conjunction satisfies the monotonicity property ([@, Theorem7]), that is
Crons1 < Cr. )
We recall the following result ([@, Theorem13]).

Theorem 5. Let n conditional events E||H,, ..., E,|H, be given, with x; = P(E;|H;),i = 1,...,n
and x,..,, = P(C,..,,). Then: max{x; +--- +x, —n+ 1,0} < x., < min{x,...,x,}.

We give below the notion of disjunction of n conditional events.

Definition 5. Let n conditional events E|H, . .., E,|H, be given. For each non-empty strict subset
S of {1,...,n}, let ys be a prevision assessment on \/,_; (E;|H;). Then, the disjunction (E,|H;) v
.-+ v (E,|H,) is the conditional random quantity D;..., defined as

Dyw = (\/?:1 EiH; + Z@#SC{LZ...,n} Ys (/\iES H;) A (/\i¢s EiHi))K\/?:l H;) =

1, if \/?:1 E.H,; 18 true,

0, if AL, E:H; is true, (10)
v, if (Njes Hi) A (Nigs EiH;) is true, & # S < {1,2...,n},

Viens if /A, H; is true,

i=1 FAS{1,2...n} ies i¢s i=1

For n = 1 we obtain D = E;|H,. In the betting framework, you agree to pay y;..,, with the
proviso that you will receive:
e 1, if at least one of the conditional events is true;
e (), if all conditional events are false;
e the prevision of the disjunction of that conditional events which are void, otherwise. In
particular you receive back y;..,, when all conditional events are void.

As we can see from (8)) and (IQ), the conjunction €;..., and the disjunction D ..., are (in general)
(2" + 1)-valued objects because the number of nonempty subsets S, and hence the number of
possible values xg, is 2" — 1. Of course, it may happen that the some of the possible values of C;...,
and D,..., coincide.

Remark 4. Given a finite family € of conditional events, their conjunction and disjunction are
also denoted by C(&) and D(E), respectively. We recall that in [39], given two finite families of
conditional events £ and £”, the objects C(E") A C(E”) and D(E’) v D(E") are defined as C(E" U
&”) and D(E" U &"), respectively. Then, it is easy to verify the commutativity and associativity
properties of conjunction and disjunction ([@, Propositions 1 and 2]). We recall below the notion
of negation for conjoined and disjoined conditionals.

Definition 6. Given n conditional events E, |Hy,...,E,|H,, the negations for the conjunction Clon
and the disjunction D .., are defined as C;..,, = 1 — C;.., and D,..,, = 1 — D,..,, respectively.

10



Of course, if n = 1 we obtain €; = D; = E||H, = 1 — E||H, = E,|H,. We observe that
conjunction and disjunction satisfy De Morgans Laws ([@, Theorem 5]), that is

Diwp=0Cp.i (i Dy =0C1), Cr=Di, (e, Cpr,=Dis), (11)

where Ci.; = AL, Ei|H; and Dy, = \/i_, Ej|H;. As shown in formula (1), by exploiting
negation, disjunction could be equivalently defined as D;..,, = C;., = 1 — Cy..;.

3. A decomposition formula for conjunctions

In this section we show that the conjunction C;..,, of n conditional events can be represented
as the sum of two suitable conjunctions of n + 1 conditional events. We first give a preliminary
result, which is related to Theorem ] and a remark.

Theorem 6. Let n conditional events E;|H,,...,Ei|Hy,...,E,|H, be given, with
E\,Hy,...,E,, H, logically independent, and a coherent prevision assessment M = (xg
g #S < {l,...,n})onthe family F = {Cs : & # S < {1,...,n}}. Forevery | <k <n—1it
holds that

max {0, xy..x + X1 — 1} < X9 < min{xy. g, X 1om s
where

X1k = P(Gl...k), Xi+1.n = P(ek+1...n), Xleen = P(Gln)

Proof. We set M3 = (X1..k Xit1...n5 X1..n ). Moreover, we observe that
61...k € {1,0,XS/;S/ - {1, - .,k}}, €k+1...n € {1,0, XS//;S” - {k + 1, - ,n}}

The possible values Q,’s of the random vector (Cy..x, Cii1...0, C1...,) are given in Table [ We

Ch 61...k €k+]...,, 61...,1 Qh

/\?:l EH,; 1 1 1 (1, 1,1)

(Aiet EH) (Vs EiH) 1 0 0 | (1,0,0)

(\/5;1 EiHi)(/\?=k+l EiHi) 0 1 0 (0, I, 0)

(Ve Ef) (Vi EH) 0 | 0 0 |(0,0,0)

(/\i¢S” EiHi)(/\ieS” Hi) 1 Xs” X (1, Xgty XS")
(\/5;1 EiHi)(/\ie{k+ L...n\S” EiHi) (/\ieS” Hi) 0 X 0 (0, Xs7s 0)
(/\i¢S’ Eil:li)(/\ies’ Hi) _ X! 1 Xs/ (XS", 1,xs~)
(\/?:kﬂ EiHi) (/\ie{l ..... kR\S’ %‘Hi)(/\ies’ Hi) Xs! 0 0 (XS', 0, 0)
(/\i¢s'_us" EiHi)(/\ieS’uS” H;) Xs! Xs Xsrosn | (Xsrs Xsm, Xgrosn)
/\?:1 H; Xk | Xkdlon | Xleon (xl---kakarl---n,xl---n)

Table 1: Possible values Q,’s of the random vector (Cj..k, Cii1..ms Cr.on), Where & # S’ < {l,..., k},
@#S”g {k-l— 1,..., n},S/uS”;é {] ..... n},and (xl...k,ka...n,x]...,,) = Qp = M;.

denote by 7~ the tetrahedron with vertices (1, 1, 1), (1,0,0), (0, 1,0), (0,0,0), that is

T ={(x,y,2): (x,y) € [0,1]*, max{0, x + y — 1} < z < min{x, y}}.
11



We observe that 7 is the convex hull of (1,1,1), (1,0,0), (0,1,0), (0,0,0). We also observe that
the points (1, xg», xs+), (0, xs7,0), (xs7, 1, x5/), (x57,0,0) belong to 7~ because

(LXS//,XS”) = xS//(l, 1, 1) + (1 - )CS//)(l,O, 0), (0, )CS//,O) = )CS//(O, 1,0) + (1 - XS//)(O, 0, 0),
()CS/, 1,)CS/) = )CS/(l, 1, 1) + (1 — )CS/)(O, 1,0), ()CS/,O, 0) = Xgl(l,o, 0) + (1 — )CS/)(O, 0, O)

We recall that coherence of M implies coherence of the sub-assessment (x;, Xj, X; j), with i # j,
on the sub-family {E;|H;, E;|H;, C;;}. By formula (6), the coherence of (x;, x;, x;;) amounts to
the condition (x;, x;, x;;) € 7. Now, let us assume by induction that the point (xs/, xs7, Xs/_s7)
belongs to 7, for every pair of nonempty subsets S’ < {1,...,k}, S” < {k+ 1,...,n}, with
S"u 8" < {1,...,n}. Under this inductive hypothesis, the convex hull of the points Q,’s, with
O # Qo, is the tetrahedron 7~. Coherence of Mj requires that Ms belongs to the convex hulls of
all the points Q),’s (h # 0), that is Ms € 7. Then, the inequalities

max {0, xy..x + X1 — 1} < X9 < min{xy. g, X 1om s
are satisfied. ]

Remark 5. Given the conjunction C;..,, of n conditional events and a further conditional event

Cloons if E,,1H,, istrue,
61...n+1 =Cr.a.A (En+1|Hn+1) = 0, ifEn+1Hn+1 1s true, B
Xsognetys 1 (Njes Hi) A (/\i¢S E;H;) A H,, is true.
(12)
In particular
Crnn0=0, CL,Al=0C.. (13)

Indeed, if E,,H,., = &, it holds that P(E,|H,+1) = Xx,11 = 0 and hence E,|H,; =
Eoo1Hyyy + xo01Hy oy = 0. As, by @), Ci..i1 < E,yi|H,y1 = 0, it follows that Cy..,,; =
Cr.an0=0.

If H,,y < E,.1, ie., E,.1H,.y = H,.1, it holds that x,,; = 1 and hence E,,|H,;, =
E,i1Hyi1 + Xyp1Hyy = Hypq + Hypq = 1; then (I2) becomes

e | Crns if H,,, igtrue, -
Pl Xsogurtys iF (Aes Hi) A (Nigs EiHi) A H,y is true.

For every nonempty subset S < {1,...,n}, by Theorem[@lit holds that
max{0, xs + X1 — 1} = X3 < Xgopnr1y < Xs = min{xs, X4}

Then, Xso(ur1y = Xs, which is the value of €., when (A s Hi) A (/g5 EiH;) is true. Thus
el...n+1 = Gln Al = 61...,,.

Concerning the decomposition formula, we first examine the case n = 1 (see also [@, Proposi-
tion 1]). We recall that, given a conditional event C; = E|H;, we denote its indicator by the same
symbol. Then, given a further conditional event E,|H,, we show that (the indicator) €; can be de-
composed as the sum of the conjunctions Cj, = (E1|H;) A (E2|H,) and C5 = (E1|H}) A (Ea2|H,).
We set P(E||H)) = x1, P(E2|Hy) = x5, P(C12) = x12,P(C13) = x;3. The next result shows the
decomposition of C;.
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Theorem 7. The conditionals €, Cy,, €5 satisfy the relation
Cr=Cpn+Cp. (14)

Proof. Table[2lshows, under logical independence of the events E1, E,, H, H, the possible values
for the random vector (Cy, €y, Cy3, 2 + C;3) associated with the constituents C; s generated by
the family {C;, C,}. We observe that both C;, and C, 5 are conditional random quantities with the

Ch Co|Cia| €z |Ca+Cyy
C, | E\H E;H, | 1 1 0 1
C, |EHEH, | 1| 0 1 1
C3 E]H]EQHz O O 0 0
C4 E]H]EQHz O O 0 0
C5 H1E2H2 X1 X1 0 X1
C6 I‘_I1E2H2 X1 0 X1 X1
C7 ElHll‘_Iz 1 X2 1-— X2 1
Cs | E\H\H, 0| 0 0 0
Co | HiH, X| | Xi2 X132 X12 + X132

Table 2: Numerical values of the random vector (€1, €2, €3, Ci2 + C;3).

same conditioning event H; v H, and hence C;, + €5 is still a conditional random quantity with
conditioning event H; v H,. As shown in Table 2 for each C;, < H, v H, (i.e., h = 1,...,8),
if C), is true then C; coincides with Cj, + €;5. In other words, C; coincides with €, + C;3 when
H; v H, is true. Thus, by Theorem[3] it holds that

xi =P(C) =P(Cip + €C3) = P(Cr2) + P(Cp3) = x12 + X133

then C; coincides with C, + €;5 when Cy is true. Therefore €, and C;, + €5 coincide in all
cases; that is C; = €y, + €C;3. In case of some logical dependencies, some constituent C;, may be
impossible; but, of course, the relation C; = €, + €3 is still valid. O

By the same reasoning, C; = Cj, + Cy3, where Cj, = C; A €5, €753 = C7 A Ca.

We observe that by Remark [, given n + 1 conditional events E|H,...,E, |H,;1, their
conjunction C;..,,, | coincides with Cy..,, A (E,;1|H,41). Likewise, C,...,,7; coincides with C;...,, A
(E,;1|H,.1). The next result shows the decomposition for the conjunction of n conditional events.

Theorem 8. Let n + 1 conditional events E;|H,, ..., E,1|H,.1 be given. It holds that
Cron=Cront1 + G (15)

Proof. Werecall that x;..,, = P(Cy...,), X1 = P(Ens1|Hps1), X1.ns1 = P(Cropr1), and Xy, =
P(C,...,.,71)- Moreover, given any nonempty strict subset S = {i},..., i} of {1,2,...,n}, we set

Cs =Cjiy = /\(Ej|Hj), Csufnrty = Cs A Eni1|Huv1, Csopriy = Cs A Epst|Hys1,
jes
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and

xs = P(Cs), Xsopmry = P(Csonr1y)s Xsopriy = P(Csoariy)-
We prove the theorem by induction on the cardinality of S, denoted by s. By Theorem [7] the
equality (13) holds for n = 1. We assume that (I3)) holds for each integer s < n, that is: Cs =
Csognriy T Csogariys then, we prove that (IS) holds for s = n, thatis: Ci..,, = Ci.ip1 + Cppapi-
We first assume logical independence of the events E;, H;,i = 1,...,n + 1. We distinguish the

following cases: (i) E,1H,1 true; (ii) E,1H,1 true; (iii) H,, true.

Case (i). From (I2)) it holds that C;..,,.; = €., and C,..,,57 = 0, so that C..,, = C..41 +
el---nnTl'
Case (ii). From (I2) it holds that C;..,;; = 0 and C,..,,,77 = Cj..,, so that C;..,, = Cj..41 +

el---n’ﬁ'

Case (iii). We distinguish the following subcases: (a) A\, E;H; true; (b) \/_, E:H; true; (c)
(Nies Hi) A (/\igs EiH;) true, for some nonempty S < {1,...,n}; (d) A H; true.

In the subcase (a) it holds that C;.., = 1, C.,.s1 = Xup1, and Cy.,,,57 = 1 — x,41; so that
Gl...n = Gl...nH + Gl...nm.

In the subcase (b) it holds that C;..,, = Cj..,,.1 = Cy..,ig = 0;5s0that C.., = Cro + Criiii-
In the subcase (c) it holds that Cy..., = x5, Ci.nt1 = Xsofur1)> and Cyugi = Xsogag1y- By the
inductive hypothesis it follows that xg = X5 (s+1} + Xs_gar1}. SO that Cromw = Croms1 + Crim

In the subcase (d) it holds that Cy..,, = Xj.ss Cropst = Xpoma1> and Cp i = Xpoomngi- We
observe that C;..., is a conditional random quantity with conditioning event H, v - - - v H,. More-
over, both €;..,,;1 and €., ,;7 are conditional random quantities with the same conditioning
event H; v --- v H,,; and hence C;..,.; + C;..,,47 is still a conditional random quantity with
conditioning event H; v --- v H,,,. Finally, we observe that C,..,, and C;..,,.; + C,..,,,51 co-
incide when H,; v --- v H,, is true. Then, by applying Theorem [ with X|H = €., and
Y|K = Cj..ns1 +Crongi» itholds that xy..,, = X1t +Xp.ingis> SO that Cppy = Crt + G-
In conclusion, €;..,, and C;...,,41 + €., coincide in all cases; thatis Cy..,, = Cy..,s1 + Ci.g
(see also Table[3). In case of some logical dependencies, some constituent C;, may be impossible;

but, of course, the relation Cy..., = Cy..,.1 + C;..,,,57 18 still valid. O
Ch 61...,1 61...n+1 Gl,,,,,,m 61...,,4.1 + el...nﬁl
Ey1Hyi Cron Cron 0 Cron
EypiHyr Cron 0 Clon Cron
(/\?:1 @iHi)I__Irwl 1 Xn+1 I - Xn+1 1
(Vi EH)H, 1 0 0 0
(Nies Hi Nigs EH)Hop1 | Xs | Xsofurty | Xsognr) Xg
/\?:11 H, Xton | Xlomt1 | Xieemnti X1

Table 3: Numerical values of the conditional random quantities Cj...,, Ci...o1, €1 gty Clovng1 + Croypr- Each S
is a nonempty strict subset of {1,...,n}.

Given any integer n > 1 and n conditional eventsﬁE1|H1,...,En|Hn, we set ?1*...,1* =
/\i_, E¥|H;, where for each index i it holds that /* € {i,i} and Ef = E;, or Ef = E;, accord-
ing to whether i* = i, or i* = i, respectively. In particular C;» = C; = E;|H; when 1* = 1 and
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€1+ = C; = E||H, when 1* = 1. Moreover, given any subset {i|,...,i,} < {1,...,n}, by defining
{insts--oniny ={1,...,n\{i1, ..., in}, we set

Coririvgrdy = (Ei|Hiy) A -+ A (Eiy[Hy,) A (Eiy [Hiy ) A - A (B3| Hy,). (16)

We recall that by definition the value of C;, wiping1-i,» When the conditioning events H;, ..., H, are
all false, is its prevision P(C;, .., ;.. )- We set

P(G,-]...,-h,»hjl...;?) = Xiliy-ipini1-+in® W {il, cee lh} - {1, cee I’l} (17)

Notice that, as the operation of conjunction is commutative, for each conjunction Cyx...,+ it holds
that Cy..,s = C;..;,i7,..i,» fOr a suitable subset {i1,...,i,} < {1,...,n}. Then, given a further
conditional event E, ,|H, 1, by the same reasoning of Theorem [§it holds that

Croepr = Creprnyr + Gl*,,,n*,m, V(l*, . ..,n*) € {I,I} X o X {n,ﬁ}, (18)
or equivalently

¢

= G,-l...,-h,-;l...,jlnﬂ + eil...ih,‘hj_]...i;m, V{il, cee lh} - {1, ce ,n}. (19)

For instance, it holds that:  Ciy3 = Cipzs + Ciza; Cioz = Cioaz + Cioaz = Cioaz + Cio3z, and so
on.

i1 dpipg10n

4. The set of conditional constituents

In this section we show that a notion of “constituent”, which we call conditional constituent,
can be introduced for the case of n conditional events E|Hy, ..., E,|H,. We recall that, given n
(unconditional) events E|, ..., E, and denoting the set of their constituents by {C),h = 1,...,m},
where m < 2" (with m = 2" in case of logical independence), it holds that

(i) ChnCpr =D, Vh#k (i) \/j—,Ch=Q. (20)
In terms of indicators (denoted by the same symbols) formula (Z0)) becomes:
(i) ChnCr=0,Yh#k (i) >, ,Ci=1, 21
withC, = 0, h = 1,...,m. Then, it holds that:
Ej= Zh:cthj Cw, P(Ej) = Zh:cthj P(Ch); j=1,....n (22)

We introduce the set of conditional constituents associated with n conditional events, by obtaining
some properties which are analogous to those valid for the unconditional events. Indeed, we will
show that properties (i)’ and (ii)’ in (ZI)), still hold if we replace events, and their constituents, by
conditional events, and their conditional constituents, respectively. In other words, the conditional
constituents are incompatible (i.e., their conjunction is 0) and their sum is 1.

Moreover, likewise formula (22), we will show that the indicator of each conditional event,
and its prevision, can be decomposed as the sum of suitable conditional constituents, and their
previsions, respectively.

In addition, as in the case of unconditional events, the conditional constituents associated with
a family of n conditional events {E||H, ..., E,|H,} are all the (non zero) conjunctions (A;|H;) A
-+ A (Ay|H,), where A; € {E,-,E-}, i=1,...,n.
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Definition 7. The set of conditional constituents, or c-constituents, associated with a family of n
conditional events & = {E||H,...,E,|H,} is

K =1{C iy - A siny € {1,...,0}, € # 0},

1 ihih41° " ln

where each c-constituent C;..;,;...;, is a conjunction, as defined in (I6)).

Notice that the cardinality of K is 2" when the events Ei,...,E,, Hy,..., H, are logically
independent. In the presence of some logical dependencies it may be that C; j,...;,;..;, = 0 for
some {i,...,in} < {1,...,n}, as shown in the example below. If C coincides with 0,
then it is not included in the set XK.

i iplp41°+in

Example 2. Given two logically independent events E,H let us consider the family & =
{El’Hla E2’H2}, where El = E, E2 = E, Hl = 1:12 = H. We observe that X < {812, 615, GTQ, GTQ},
where, by recalling that E|H = EH + P(E|H)H and hence ¢J|H = 0, it holds that

Cp = (E|H)A(E|H) = O|H = 0 = Ci3, C3 = (E|H)A(E|H) = E|H, C, = (E|H)~(E|H) = E|H.

As we can see, in this case there are two c-constituents which are not zero; that is: X =
{Ci2,Ca} = {E|H,E|H} = €.

In the next result we show that the properties (i)’ and (ii)" in (2I)), relative to unconditional
events, still hold for the case of conditional events.

Theorem 9. Given a family of n conditional events & = {E||H,..., E,|H,}, let X be the set of
c-constituents associated with €. It holds that

G,-l...ih,-;l...,jl AN e]l]k]k?fn = @‘(Hl VoV Hn) = O, V{il,iz,...,ih} #* {jl,jz,...,jk}. (23)

Proof. As {iy,...,in} # {J1s---s Ji}s theset ({it, - in}\{J1s- - Ji}) U ({J1s - o Jip\{i1s -« 500 })
is non empty. Let r be one of its elements. For the sake of simplicity, we assume that r = i} = ji ;.

Then

(Eil |Hi1) A (Ejk+]|ij+]) = (Ei1|Hi1) A (Ei] |Hi1) = (Eil A Ei1)|Hi1 = @|Hi1 = 0’
and hence
G,-l,,,,-h,-ﬁl__,-; AN ejl...jkjki...j’n = (Eil‘Hil) AN (Eij’ij“) AN G,-T..ih,-;l...,jl AN ejl...jkjk?...fn =
= (Q‘Hll) A eb...,’hiﬁl...i; A ejl"'jkjk?"'fn = @‘(Hl VoV Hn) = 0.

O

Theorem 10. Given a family of n conditional events & = {E,|H}, ..., E,|H,}, let X be the set of
c-constituents associated with €. For each 1 < k < n, it holds that

(24)
e >0, Vil igh  {1,....k}.
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Proof. First of all, as P(Q|H;) = 1, we observe that
61 + ef = E1|H1 +E1|H1 = (E] \Y E1)|H1 = Q|H1 =1,

that is (24) holds when k = 1. Moreover, from (I4), €, + C;5 + C1, + Cy3 = C; + Gy = 1, that
is (24) holds when k = 2. Then, by induction, assuming (24)) valid for k — 1, from (I8) it follows
that

—Z( ..... (k—1)%)e{1,T} x - x {k—1 k= 1}(81* (k— 1)*k+el* (k- 1)*k)
= (1, (k—1)* )e{ll}x---x{kflkfl}e e-nx = 1,

that is formula (24) is valid for k. Finally, the inequalities C;,..;,;;..;; = 0, V {i1,....in} S
{1,...,k}, hold because the prevision assessments used when defining conjunctions are assumed
to be coherent. L

We observe in particular that from Definition @ and Theorem [IQl it holds that
Z Xiyvvipipgtin = 1, Xiyweipipg1-+in >0, V{il,...,ih} - {1,,1’1} (25)
{il,iz,...,ih}g{l,Z,...,n}

In other words the prevision of each conditional constituent is nonnegative and the sum of all these
previsions is equal to 1. In addition, we show that the properties in (22)) still hold for conditional
events. Indeed, by Theorem[8] it follows that

Ci=Cn+Cr=Cu+Cin+Cn+Ca=...=
=Cion + Cloen—n + -+ Cizimin + Cia
= Z(Z*,...,n*)e{Z,i}><~~~><{n,7l} Croxopx = Z{I}C{u ..... iny<{l,...n} eil"'ilﬂrﬂ“'ﬂz’

and in general, for each j € {1,...,n} it holds that
Gj = Z el*---(j—l)*j(j+l)*~~~n* = Z Gi,iz...,»h,-hj]...,;, (26)
(0 s G D, 1))} (A itin} {1}
where the symbol {(1%,...,(j — 1)*, (j + 1)*,...,n*)} denotes the following set

(G5 G ) e (T e x o L= I x {1, j+ 1) % - x {n, 7))

Moreover, concerning the probability x; of E;|H;, from (26)) it holds that

P(e]) =X; = 2 xl*~~~(j—1)*j(j+1)*---n* =
(1 (= 1) G ) )
(27)
= Z xiliz...,‘hi}:]...i; = Z IP’(G,-],»Z...,-M»;,...;).

{rslin iy ={l,..n} {ihe{in iy ={1...n}

More in general, for the conjunction Cs = A ;¢ (E;|H;) it holds that

Cs = Z ell ipdpg 1 V& #8§ < {1 } (28)
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and hence
P(Cs)=xs = D, Xyjinei YD #S S{l,....n} (29)

Moreover,

Cotipeining e = Z Coizevinjioiinir v i VO S B <k <n, (30)

{jla---ajr}g{ik+l ----- in}

= it holds that

and for its prevision x; ;,..;.i i

Xiinweininir it = Z Xivigewin i jrinricirm-jnieys VO < h <k <n. (31)
{15 r S ikt 1500l }

5. The inclusion-exclusion principle and the distributivity property

In this section we show that the well known inclusion-exclusion formula, which holds for
the disjunction of n unconditional events (and its probability), still holds for the disjunction of
n conditional events (and its prevision). This result, and other related formulas, will be used in
Section [6l We also prove a distributivity property by means of which we can directly derive the
inclusion-exclusion formula. We first give a preliminary result.

Theorem 11. Given n + 1 conditional events E|H,, ..., E,,1|H, 1, it holds that

h
Clocivientt = Cipigntt = 230y Clivigntt + 21 <joch Crjairignst + 000+ (=1)"Croniyignt1s
I <h<n {iy,....,0k} S {h+1,....n}.
(32)

Proof. Formula (32) is satisfied for 2 = 1 because, by the decomposition formula (I9)), it holds
that

eTil...ikn+l = G,-]...,-MH — e“l...,‘kn_;,_], V{i1,...,ik} o {2,,n}

By assuming that (32) is satisfied for 7 < n — 1, we prove that (32)) is also satisfied for z + 1. By
(@9), it holds that

Ciodiientt = Chontivignt1 T Clondiicigns1s Vi{ii,...,ik} = {h+2,...,n}.
Moreover, by the hypothesis, it holds that
h
o _ h
Cloivoignt1 = Cioign1 — Z Cliroign+1 T Z Cijpirintt + o+ (= 1) Cropiyipnt
j=1 1<ji<jo<h
and

o h
el---hh+1i1---ikn+l eh+lzl dpn+17 Zejh-‘rll] zkn+l+ Z e]]]zh-‘r]ll tkn+l+ +( )el---h+li1---ikn+l-

I<ji<j<h
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Then, by (19), for all {i,...,i} < {h + 2,...,n} it follows that

GT---m i igntl = eT---Eil---ian - eI---ﬁhHil---ian =

= [eil...iknJrl — Z?:l Gﬂl...ian -+ Zl<j1<j2$h ejlj2,'1...,'kn+1 4+ 4 (—1)h€1---hi1---ikn+l]+
—[Chitiyeipnt1 — Zi;l Cingtiyignt1 + Zl<j1<j2<h Cjyjoht iy igng1 + o0+ <_1)hel---h+1il---ikn+1] =
= Ciiignt1 — Z?:ll Cjiyorignt1 + Zl<j1<jz<h+1 Ciipirintt + -+ (=1 Cringtiyions1-

Then, formula (32) follows by iterating the previous reasoning fromh = 0toh =n — 1. U

We give below some examples where formula (32) is obtained.

GTQ = ez - 612, €T23 ez% - 612%, 6123 613 €T23 = e3 - 613 - 623 + 6123,
Ciz34 = Cias — Ciaza = C3a — Ciza — Co34 + Cros,
Ci33 = Cizy — Gz = Cpy — Oy — Gy + Crpgy = €4 = Cig — Cog 4 Crog — Cag + Cizy + Cozg — Croa

In the next result we obtain the inclusion-exclusion formula for the disjunction of n conditional
events.

Theorem 12. Given n conditional events E,|H, ..., E,|H,, it holds that

n

Diw = D (=D €y, ze— DU Gt (1) C

h=1 I<ij<---<ip<n 1<ii<ir<n

Proof. From (13), it holds that C;..; A 1 = Cj..;. Then, by applying (32) withh = nand C,,; = 1,
it follows that
o =1 —Ze + D Chnt o (—1)"Cr (33)
1<ii<ih<n

Finally, by recalling (IT)), we obtain

Dyy = Ze— DU Gt (—1)C

1<ij<ipa<n

In the next result we prove the validity of a suitable distributivity property.

Theorem 13. Let C,...,C,.; be n + 1 conditional events. Then, the following distributivity
property is satisfied:

1 —26 + Z 611,2 + - (—1)}181...},] AN eil...ikn+1 =

l<11<lz<h

=1 ACiignt1 — Zei A Cipoipne1 + Z Ciiiy A Cipigngr + -+ + (—1)h61---h A Cipoipnt 15
i=1 1<ii<ir<h
Il <h<n {i,....i}s{h+1,...,n}.
(34)

19



Proof. By recalling Remark 4 formulas (32)), and (33), it holds that

1 — ZG + Z (‘3,1,2 + - (—1)}181...},] 7AN Gil...,-knﬂ = GT,,,E 7AN eil...ikn+1 = Gj...;u-]...,»knﬂ =

1<11<12§h
= Ciiient1 — > Chipoiins1 + Cirimirignit + -+ (=) "Chropiyiont1 =
= Vi n+1 Jir-ikn+1 Jij2i1-ign+1 L-hip-ign+l —
Jj=1 1<ji<ja<h
h
=1 ACiignt1 — Zei A Ciignt1 + Z Ciiio A Chpvientr + -+ (=1)"Cron A Cpoviyntr-
i=1 1<ii<ib<h

O
The next result shows a further aspect of the distributivity property.

Theorem 14. Let Cy, ..., G, be n + 1 conditional events. Then,

[1- Z;;lnei + Diciiciyen Citig o+ (= 1)"Crn] A (1= Copy) =
= [1 - Zi:l G + Zl<i|<i2<n eiliz +-F (_1)n€1---n] A1+ (35)
_[1 - Z?:l Ci + Zl<i1<i2<n CL:’iliz +o Tt <_1>neln] N CL:’nJrl-

Proof. We observe that, by Theorem [I3] when & = n it holds that

[1 - Zl le + Zl<11<12<n e1112 +-t ( ) Cr.. n] A enJrl = (36)
=1A G,H_] — Zl 1@ A G,,+1 + Zl<11<12<n G,],z A G,,+1 + -+ (-1)"@1...}1 A G,,+1.

In particular, if €,,; = 1 it follows that

[1 - Z?:l ei + Zl<i|<i2<n eiliz +-ot (_1)"@1’1] A= (37)
=1A1- er-lzl G,- Al + Zl<i|<i2<n G,-l,-2 Al + -+ (_1)?161“.}1 A L.

Based on (33), (B6), and (@7) it follows that

[1— Z?:l Ci+ 21<i1<i2<n Cip -+ (=1)"Cra] A (1 = Cop1) = Crn A Gy =
=Cr,a=1- Z?: Ci+ Xiciy<iyantt Ciip - + (=1)"*1Crpsr =

= [1 =201 Ci+ Dici <iyen Cirip + -+ + (= ) Cron]+

[ n+l1 — Zz 1ezn+1 + Zl<z]<12<n el|12n+1 +ot (_1)n+1€1---n+1] =

=[IAl =2 CAl+D e Cop AL+ + (—1)"Croy A 1]+
—[1 A Cot = 201 Ci A Cot 4+ Dt ciyen Cinin A Gt + -+ (=1)"1CLy A Cup] =
= [1 - Z?:l @,- + Zl<i1<i2<n eiliz +oet (_1>nel---n] A1+
_[1 - Z?:l Ci + Zl<i1<i2<n eili2 +o Tt (_1>nel---n] A 6’nJrl'

O

We remark that, by the relation D, ..., = 1 — Cj..;, the inclusion-exclusion formula also follows
by directly computing Cj..; by means of the distributivity property, as shown below.

GI...ﬁZ/\?:lefz/\?:l(l—ei)=(1—61—624-@12)/\(1—63)/\"'/\(1—6,1)=
2(1—61—82—834-812—1-8134-623—8123)/\(1—64)/\---A(1—6n)= (38)

=...=1— Z?:l Gi + Zl<i|<i2<n (‘Zil,-2 + -+ (—1)"81...,1.
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Then, for each nonempty subset {i},...,iy} < {1,...,n}, by taking into account (34)) it holds that

611 dpipgrly eth_l VAN ezl i

- [ Zle{lh+l ----- in} f - Z{h 23 {ing 15ein} e]l]z +ot (_ )n7 eih+1---i,,] A eil"'ih = (39)
—

= G Z]e{zh+1,...,zn} e11"'111] + Z{}l J2 Y {int 15ensin} ell ‘inj1j2 +oet <_1>n 161'1---1'"'

When {iy,...,i,} = &, thatis h = 0, formula (39) continues to hold because, if we set by conven-
iy = Cz = 1, it reduces to formula (33). Then, in general, it holds that

.....

n—h
G,-l...ih,-;l...,jl = Z(—1>k Z Gil...,-hjl...jk, {il,...,ih} < {1,,1’1} (40)
k=0

{1 s di S {int 15esin }

Remark 6. We observe that, concerning the probabilistic aspects, by recalling (I7) from coher-
ence it holds that

= Xy, — B I S —
xil"'ihih+l" Iy xll Z]G{lh+1 ..... l,,} tnj + Z{jl,jz}g{ih+],...,in} xll""h]l]Z + + ( 1) xll"'ln -
ByaE e
T £dk=0 {Jtsedi S ing 150 ln} Ui Jko

(41)
where by convention we set x;,..;,, = xg = 1 when {i,...,i,} = ¢J. Moreover, as each conditional

constituent C;,...;,;...;, 1S @ nonnegative conditional random quantity, by coherence it must be

n—nh
Xiisivriiy = (=1 > Xijiriioge = 0, {in,... i} € {1,...,n},  (42)
k=0

{jl ----- jk}g{il1+l ----- in}

with

Z xil...l’hiﬁl...,’; = Z (—1)k Z Xiyooipjije = 1, (43)

{itsein}S{1,.con} {itsenin}&{1,....n} k=0 {J1seesdi Y {int 1seensin }

as it also follows by observing that Z{” et Ciriyig iy =

Notice that, given a coherent prevision assessment (x;,..;,; & # {i1,...,in} < {l,...,n}) on
the family {C;....; & # {i1,....in} < {1,...,n}}, where C;..,, = (E;,|H;,) ~ -+ A (E;,|H;,),
as shown by formula (2] for every nonempty subset {i,...,i,} there exists a unique coherent

extension x;, ;. for the prevision of the conditional constituent C; .

“dpipger R/UFSER N

6. Necessary and sufficient conditions for coherence

In this section we obtain, under logical independence, two necessary and sufficient coher-
ence conditions. Let a family of n conditional events & = {E\|H,,...,E,|H,} be given, with
Ei,...,E,, Hy,...,H, logically independent. We denote by M = (xs @ # 8 < {l,...,n})
a prevision assessment on ¥ = {Cs : & # S < {1,...,n}}, where Cs = A (E,]H,) and
xs = P(Cs). We observe that F is the family of all 2" — 1 possible conjunctions among the condi-
tional events in €. The first condition characterizes the coherence of M and will be represented in
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geometrical terms by a suitable convex hull. The second condition characterizes the coherence of
a prevision assessment on F U K, where K is the set of conditional constituents associated with €.

We denote by Cy, Cy,...Cs._1, the constituents associated with the family &, that is the ele-
ments of the partition of € obtained by expanding the expression

i=1
where Cy = H, - - - H,. With each C;, we associate a point

Qh:(qhs :@#Sg{l,...,n}), (44)

where g5 is the value of Cg when C}, is true. In particular with Cj it is associated Qg = M. We
notice that Qj, is the value of the random vector (Cs : & # S < {1,...,n}) when Cj, is true. By
discarding Q,, we denote by Q the set of remaining points Q,’s associated with the pair (F, M)
and by 74 the convex hull of the set Q. We denote by B the subset of Q, constituted by 2" binary
points Q1, ..., O, defined as

B = {Q],...,an} = {QhGQIth € {0,1}, S = {l}, I = 1,...,1’1}. (45)

We observe that the points Qy,..., O, are associated with the 2" constituents C;,’s obtained by
expanding the expression

/\(EH; v E:H,),
i=1

which coincides with /\;’=1 H;. Notice that, given any Cj, such that Q, € 8, the sub-vector
(gns,S = {i}, i = 1,...,n)is a vertex of the unit hypercube [0, 1]" and it is the value assumed by
the random vector (E,|H,, - - - , E,|H,) when C, is true. We also remark that, from the definition
of conjunction it follows that

0,eB= qsc{0,1}, VO #S c{l,...,n}. (46)
Then, the set B can be equivalently defined as

B=1{0,€Q:qus €{0,1}, FJ#S ={l,....n}}.
We denote by 7 4 the convex hull of the set B; of course 7 g < 7 4. Then we have

Theorem 15. Given a family of n conditional events & = {E||H,,...,E,|H,},let M = (x5 : & #
S < {1,...,n}) be a prevision assessment on the family ¥ = {Cs : & # S < {1,...,n}}, where
Cs = /\ies (Ei|H;). Under the assumption of logical independence of E, ..., E,, Hy,..., H,, the
prevision assessment M on J is coherent if and only if M belongs to the convex hull 74 of the 2"
binary points Qy, ..., Q.
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Proof. (=) Assume that M is coherent. Then, all the inequalities in (42)) are satisfied. We observe
that the condition M € I is satisfied if there exist suitable nonnegative coefficients 4,’s, with
S Ay = 1, such that M = Y>> 1,0,. This means that for each component xs of M it must
be xg = 2,2121 Angrs = Zh:qhs:l A, We observe that with each Q) € B it is associated a unique
subset {iy,..., i} S {l,...,n} such that, when S = {i},i = 1,...,n, it holds that g,s = gu;;; = 1
ifi € {i], .. .,ik} and qns = qn{iy, = 0if i € {ik+1, s ,in} = {1, .. .,I’l}\{i], .. .,ik}. Then,
by changing notations, the point Q) associated with {ij,..., i} will be denoted by the symbol
Q;,..ixirs -, and the coefficient 4, will be denoted by 4; . By this change of notations, the
binary quantity g,s becomes g;,...;.i;...;s» With

LS S i,
iy igirg1inS = 0, ifS $ {il,...,ik}-

. on
Then the equality x5 = >},_, Augns becomes xs = > 1 ¢ i iy, Then, more ex-
plicitly, the condition M € Ig is satisfied if there exists a vector, with components, A =
(Aiy iy Aits - - > dp < {1,...,n}) which is a solution of the system below.

= s i @£ S S {1,2...n},

.....

(ZB) Z{u lk}C{l 2. n} /111 lklk+1 l,, = 1’ (4‘7)

.....

Ajjiiico =0, iy, ..., 0} < {1,2...,n}.

gl lklk+1 "ln

i 1k1k+1 -In

We observe that A has 2" (nonnegative) components and (Xg) has 2" equations. By coherence of
M, from (@2) and @3]) we can compute the quantities x; for all {iy,...,i} < {1,...,n},

iy i1+ n?
which are nonnegatlve and with their sum equal to 1. Moreover, by (29), for each subset
S it holds that xs = > 1og X iyis,-i,» Which has the same structure of the equation
Xs = 2. iyos Ay, i (Zg). Then, (Zg) is solvable and the (unique) solution is the
vector A with components
/l,']...,'ki,:]...i; = xi]"'ikiki.;_]'“i; = IP’((?,»I...,-,(,»;I...;T), V{i1, ey lk} - {1, . ,I’l}.

Thus, the condition M € 1 g is satisfied.
(<) Assume that M € 7. Then, M € T4 because 8 < Q and hence the system (X) is solvable.

Moreover, 7y = (J because all the coefficients 4;,..;;,..;;’s are associated with the constituents,

which we denote by C,] iy, S» such that for every subset {iy, ..., i} itholds that C; .5 7,..;, S
H;, for every i = 1,...,n. Thus, by Theorem 2] the prevision assessment M is coherent. L

Remark 7. As shown by Theorem under logical independence of the basic events
E\,...E, H,..., H,, the coherence of M amounts to the solvability of system (Xg). Moreover,
(Xg) is solvable if and only if the following inequalities are satisfied

n—h
D=1y > Xioiniioge = 0, ¥ {in,....in} S {1,....n}, (48)
k=0 {tseen i} S {in1seein}

where we recall that, by @2), the first member of (@S8) is the prevision x;,..;,;...i, Of Ci iy

Therefore, under logical independence, the set of all coherent assessments on the family J is the
set of assessments M, with components xg which satisfy the list of linear inequalities (48). Indeed,
Xiy.ipjy-j. coincides with the component xs, where S = {i1, ..., 5, ji.- .., ji}-
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We will now give another result on coherence under logical independence. We denote by A

.....

Z Viifomin} = 1, Vi onin} = O, V{i],. . .,ih} c {1, . .,n}.

We observe that, given any V € A, we can construct a prevision assessment M = (x5 : J #
S c{l,...,n}))onTF = {C : g # S < {l,...,n}}, where each xg is obtained by ap-
plying @9) with x;;,...;,57,..; replaced by vy, ;. Moreover, concerning the set X of the con-
ditional constituents {C; ... @ {i.-- iy S {l,...,n}}, each C; . ;— . is obtained
from suitable elements of F by applying @0Q). In this way, we also obtain a prevision assessment
P = (Xiipinryoins Uts -l S {1 ..,n}) on K, with x; . o = Vi, s thus P = V. The
next result shows that, under logical independence, by the simplex A we obtain all the coherent
prevision assessments on F U K. For the sake of simplicity, even if both M and P contain the
element x,.., = P(C,..,,), we denote by (M,P) = (M,V) the prevision assessment on F U K
associated with V.

Theorem 16. Let a family of n conditional events & = {E|H),...,E,|H,} be given, with
Ei,...,E,, Hy,...,H, logically independent. A prevision assessment (M, P) on F u K is co-
herent if and only if it is associated to a vector V € A.

Proof. If (M, P) is a coherent prevision assessment on F U K, then M is obtained from P by
means of (29) and from (23)) it holds that P € A. Then (M, P) is associated with the vector
V=>PeA.

Conversely, if (M, P) is associated to some V € A, then P = V. Moreover, as shown in the
proof of Theorem [I3] under logical independence, by setting

/lil---ihi;:l---i; = Xy weiping 1ty = Viirsomin} V{ll, ey lh} < {1, R ,n},

the system (Xg) is solvable, that is M € Ig; thus M is coherent. Finally, if we extend the
assessment M, defined on F, to the family X, by recalling (29) and (42)) the extension coincides
with P. Hence, (M, P) is coherent. ]

7. Some further aspects

In this section we examine some further aspects which are related with Theorem We ob-
serve that each Q), defined as in (@4)) is itself a prevision assessment on F and hence, by Theorem
I3 Q, is coherent if and only if Q;, € Ig. In the next result we prove that, under logical indepen-
dence, coherence of M requires coherence of all the points Q),’s. In other words, if M is coherent,
then for each 4 it holds that Q), € I g, even if Q), ¢ B.

Theorem 17. Let n conditional events E,|H,, ..., E,|H, be given, with E|, Hy,. .., E,, H, logi-
cally independent. Given a coherent prevision assessment M = (x5 : &J # S < {1,...,n}) on
the family F = {Cs : & # S < {l,...,n}}, for every point Q) it holds that Q) is a coherent
assessment on J, or equivalently O, € 7 g.
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Proof. Of course, for each Q, € B it holds that Q,, € 74, that is Q, is coherent. Let us consider
any point Q,, h # 0, associated with a constituent Cj, such that Q;, ¢ B. Without loss of generality
we assume that

ChcH - HH, - -H, 1<k<n.

Then, for the components g,s of @), with S = {i}, i = 1,...,n, it holds that

o xnifS ={ihi=1,.. .k
s = biefo,1),ifS ={iti=k—+1,...,n

More in general we have

xs, ifS < {l1,....kl,
I, ifScik+1,....ntandb =1,Vies,
as =1 0, ifSc{k+1,...,n}and b; =0, for some i € S, (49)
X ifS A{l.. k}=S"# Fandb = 1,¥ieS\S' # &,
0 if S n{l,...,k} =8’ # Jand b; = 0,for some i € S\S' # .

We denote by M, the sub-assessment of M defined as

M= (xs: F#S <{l,....k})
on the sub-family F; of J defined as

Fe=(Cs:F#S < {l,....,k}).

The coherence of M implies the coherence of the sub-assessment M,. We observe that, as the
events E;, H;, i = 1,...,n are logically independent, the extension M} of M, on F U {E;|H;,i =
k+1,...,n}, such that P(E;|H;) = b; € {0,1} fori = k + 1,...,n, is coherent. Moreover, there
exists a unique extension M* of M}’ on the family J because, for the assessment

M= (x5 g #S <{l,...,n}),
each component x¢ is uniquely determined by M;. Indeed, it holds that

xs, ifS < {l,....k},
I, ifSc{k+1,....ntandb =1,VieS,
xg =140, ifSc{k+1,....,n}andb; =0, for some i € S, (50)
X0 ifSA{l,... .k} =S"#Fandb, = 1,YieS" = S\S' # &,
0 ifSn{l,....,k}=8"# Jand b; = 0,forsome i € S" = S\§' # .

The uniqueness of the extension xg = 0, or xg = 1 shown in the second and third lines of G0,
follows from Theorem 3l Moreover, the uniqueness of the extension x§ = xs: follows because, by
Theorem[6] it holds that

max{xs + xg» — 1,0} < x} < min{xg/, x50}, (51
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and, from Theorem[3] it holds that xs» = P(Cs\s/) = 1; thus (31) becomes

max{x5/ + Xgr — 1,0} = Xgr < )C;k < Xgr = min{ng,xsu}.

Finally, the uniqueness of the extension xj = 0 in the last line of (30) follows because, from
Theorem[3] it holds that xs» = P(Cg\s/) = 0; thus (5I) becomes

max{xs: + xs» — 1,0} = 0 < x5 < 0 = min{xg/, xs~}.

Of course, as the extension M* of M; is unique, coherence of M; implies coherence of M*.
Then by Theorem [I3] it holds that M* € 7g. Finally, from @9) and (30) it follows that xi = gxs
VS # . Therefore M* = Q,, so that Q, is coherent, or equivalently Q, € I g. (]

Remark 8. We recall that each Q) associated with the pair (F, M) represents the value of the
random vector (Cs : & # S < {1,...,n}) when Cj, is true. Then coherence of M implies that,
as for the case of unconditional events, each possible value Q, of the random vector is itself a
particular coherent assessment on .

8. Some examples and counterexamples

As shown by Theorem 3] under logical independence of E\, ..., E,, Hi, ..., H,, coherence of
M amounts to condition M € I g, that is to validity of all inequalities in formula (@2)). We examine
this aspect for n = 2 and n = 3 in the examples below.

Example 3. In this example we obtain the lower and upper bounds given in Theorem H] by using
the conditional constituents. We consider & = {E,|H|, E,|H,} and F = {E,|H,, E»|H,, (E||H) A
(E»|H,)}, with Ey, E», Hy, H, logically independent. Then, let M = (xj, x, x12) be a prevision
assessment on F. The set of conditional constituents is X = {Ci,, Cy3, Ci,, Ci3}, where Cjp, =
(E1|H) A (ExlHa), Ci3 = (Ei[H)) A (Eo|Hz), Ciy = (Ei[Hi) A (E2|Ha), €z = (Ei|H)) A
(E»2|H,). As made in the proof of Theorem [[3] we change notations for the points Q,’s of the set
B. In this example n = 2, then B = {Q1,, O3, O, Q15 }, Where

Q12 = (1’ 1’ 1)’ Qli = (1’0’ 0)’ QT2 = (0’ 1’0)’ QTQ = (O’O’O)
The previsions of the conditional constituents Ci,, €3, Ci,, Ci5 are, respectively,
X12, X;3 = X| — X12, X1p = X2 — X12, X753 = 1 — X1 — X3 + xp2.

These previsions are the coefficients which allow to represent M as a linear convex combinations
of the points of the set 8. By Remark [7] coherence of M amounts to the inequalities in (48], that
is

X220, x{ —x2=20, o — x>0, 1 —x1 —x + x>0,

which are equivalent to the following conditions

(x1,%) € [0, 1%, max{0,x; + x, — 1} < x5 < min{x}, x,}.
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Notice that, by recalling Theorem each vector V of the 3-dimensional simplex A determines
a coherent prevision assessments on ¥ U K = {E|H,, E»|H,, C12, C3, C1s, Ci3}. For instance,
with the vector V = (v{12}, V{13, Vo, V) = (.3, 3.3) it is associated the assessment (M, P) =
(X1, X2, X12, X13, X12, X1 2), Where

—
—

Xy =V tviny = % X2 = V{2tV =5, Xi2 = V(12 = g
Xg = vy =g X =Vpp =3, X2 = Vig) = 3

—_

Example 4. In this example, by using the set of conditional constituents, we obtain the
same result given in [@ Corollary 1]. We start by a family &€ = {E||H,, E,|H,, E;|H3},
where E, E,, Es;,H|,H,, H; are logically independent. @ The conditional constituents are
Cos = (Ei[H1) A (EolHy) A (Es|Hs).....Coa3 = (EilHi) A (E2lHy) A (Es|H3).
Let M = (x1,x,X3, X12, X13, X23, X123) be a prevision assessment on the family ¥ =
{E\|H\, E>|H>, E3|H3, C12, Ci3, Co3, Ci23}, where C;; = Ej|H; ~ E;|H,. By logical independence
and by Theorem [13] coherence of M amounts to the condition M € Ig, where B is the set of
points

Q123 = (1’ 1’ 1’ 1’ 1’ ) Q123 - (1’ 1’0’ 170’070 s
17 07 07 07 07 ) Q123 - (0’ 1 1 07 07 1 s
QTQ:‘; = (05 05 15 05 05 ) Ql 23 = (05 s Uy 05 05 05 0)-

v\_/
by
N
W
—~
—
M
—_ O
o
—_
M
(=)
o
—_
M
(=)
o
()
SN—
S

By recalling (2)), the previsions of the conditional constituents, which are the coefficients in the
representation of M as a linear convex combinations of the points of the set 8, are

X123, X123 = X12 — X123, X123 = X13 — X123, X123 = X3 — X123 = X1 — X12 — X13 + X123,

X123 = X23— X123, X[23 = X[2 —X[23 = Xp —X12—X23+ X123, X153 = X[3—X[23 = X3 —X13— X3+ X123,
X733 = Xj3— X713 = (1=x1—X2+x12) — (X3 —X13—Xp3+X123) = 1 —x1 —Xp— X3+ X124+ X13+ X3 — X123.

By Remark [7] coherence of M amounts to the inequalities in (@8)), that is
X123 2 0, x12 — X123 2 0, x13 — x123 =2 0, x1 — X120 — x13 + X123 = 0, x23 — x123 = 0,

Xo—X12— X3+ X123 20, x3—X13 — X3+ X123 >0, 1 —x; —x2 — X3+ X12 + X153 + X3 — X523 = 0,

which can be written as (x;, x,x3) € [0, 1], X}, < x1p3 < x5, where
/
Xjp; = max{0, x;p + X3 — X1, X2 + X3 — X2, X13 + X23 — X3,

" .
Xi3 = mll’l{X12,X13,x23, 1—x1—x—x3+ x50+ X135+ )ng}.

Notice that there are inequalities which hold, even if they are not evident. Indeed, as x{,; > x/,;,
it holds for instance that 1 — x; — X, — X3 + X2 + X3 + X3 = X2+ x13— 1, thatis xo3 = x, +x3 — 1,
and so on. Of course, if x{,; < x),; (because for instance x5 < x1» + x13 — Xy, that is x;3 > xy),
then the assessment is not coherent. Moreover, by recalling Theorem [16, each vector V of the
7-dimensional simplex A determines a coherent prevision assessments on J U K.
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We also remark that, in case of some logical dependencies, Theorem [L3]is no more valid; that
is, coherence is not equivalent to the condition M € 7. We give below two examples; in the first
one the set B is empty.

Example 5. Let three events A, H, K be given, with HK = (J and A logically independent
of H and K. Moreover, let M = (x,y,z) be a prevision assessment on the family F =
{A|H,A|K, (A|H) A (A|K)}. The constituents generated by {A|H,A|K} are

C, = AHK, C, = AHK, C; = AHK, C, = AHK, Cy, = HK.
The associated points Q),’s for the pair (F, M) are
01 = (Ly,y), Q2= (x,1,x), O3 = (0,9,0), Qs = (x,0,0), Qo = M = (x,y,2).

As we can see, it holds that 8 = ¢ and hence 7 g = J; then, to check coherence of M we cannot
use the condition M € I g, which is meaningless. Instead, in order to check coherence we need to
start by checking the condition M € 7 g, which amounts to solvability of the system below.

x = A; + Ax + Ayx,

y:/hy—i—/lz—i-/by,

2= Ay + Ao,

i+ +A4=1 4,=20 h=1,2,3,4,

which can be written as

xy = A1y + Axy + Asxy,

xy = A1xy + Arx + A3xy,

Z = /hy + Ayx,

A+ F+4=1 4,20, h=1,23,4.

By summing the first two equations, we obtain: z = xy; then, the unique coherent extension of
(x,y) to the conditional constituent (A|H) A (A|K) is z = xy (see also [38]). We observe that
the assessment (x,y, z) uniquely determines the extensions to the other conditional constituents,
(A|H) A (A|K), (A|H) A (A|K), and (A|H) A (A|K), given by x(1 —v), (1 —x)y, and (1 —x)(1—y),
respectively.

Remark 9. Example [J shows that in general, given two conditional events E||H;, E;|H,,
in order a prevision assessment (xj, X3, X2, Xj3) on the family of conditional constituents
{C12, C}3, C, C13} be coherent, it is not sufficient that the conditions given in 23)), that is

Xp+xp+xp+xia=1, x=0,x5=0,x1, > 0,x75 >0,

be satisfied. Indeed, even if the previous conditions imply that xi, + x;5 = x1, and x5 + Xy, = X2,
in Example [3] coherence also requires that the conditions x;, = xjx2, x;3 = x1(1 — x2), x7, =
(1 —x1)xy, and x5 = (1 —x;)(1 —x,) be satisfied, and this is not guaranteed. Then, the assessment
(x12, X13, X7, X73) could be incoherent. The same remark holds more in general when we consider
the c-constituents associated with n conditional events. In other words, the conditions in (23] are
necessary but not sufficient for coherence.
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Example 6. We examine the previous example, by assuming HK # (. In this case the con-
stituents generated by {A|H, A|K} are

C, = AHK, C, = AHK, C; = AHK, C, = AHK, Cs = AHK, C¢ = AHK, C, = HK,
and the points Q,’s for the pair (¥, M) are

01 =(Ly,y), O =(x1,x), O3 =(0,y,0), Q4 = (x,0,0), Qs = (1,1,1), Q¢ = (0,0,0),

and Qp = M = (x,y,z). In this case B = {Qs, Qs} = {(1,1,1),(0,0,0)}, that is B is non empty,
but its cardinality is less than 2> = 4 as there are logical dependencies (E; = E, = A). Then, to
check coherence of M we cannot use the condition M € 7 g, but we still need to start by checking
the condition M € 7o, which amounts to solvability of the system below.

x = A1 + bx+ Agx + 4s,
y=A4y+ b+ A3y + 4s,
Z=/11y+/lzx+/15,

A+ +A5=1, 4, =20, h=1,2,3,4,5,

where it is immediate to verify that z < x and z < y. Moreover, the system can be written as

xy = A1y + Axy + Agxy + Asy,

xy = A41xy + Aox + A3xy + Asx,

7z =41y + x + As,

Mt ot ds=1, 4,>0, h=1,2734,5

By summing the first two equations, we obtain:
xy =z—As5(1 — x)(1 —y) — Aexy;

that is
z=xy+ As(1 —x)(1 —y) + Agxy = xy.

Then, the set of coherent extensions z %x, y) to the conditional constituent (A|H) A (A|K) is the
set {z: xy < z < min{x, y}} (see also [38, Theorem 5 ]).

9. Some comparison with other approaches

Usually in literature the notion of conjunction has been defined as a suitable conditional event;
for some of these notions the lower and upper probability bounds have been computed in [ﬂ].
However, by defining compound conditionals as tri-valued entities, some basic probabilistic prop-
erties are not satisfied. Within our approach the conjunction of conditional events is no longer a
tri-valued entity, but it is a suitable conditional random quantity with a finite number of possible
values in the unit interval. Anyway, this lack of closure does not seem a high price to pay because
by our definition we preserve relevant probabilistic properties. On the other hand, there is often a
lack of closure with respect to mathematical operations. This happens, for instance, by considering
the ratio of integer numbers.

In the next subsection we make a comparison between quasi conjunction and conjunction.
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9.1. A comparison between quasi conjunction and conjunction
We recall below the notion of quasi conjunction ([|I|], see also [@, , ]), which coincides
with Sobocinski conjunction ([|ﬁ|]), defined as

Q(E\|Hy, E»|Hy) = [(H, v E\H)) A (Hy v E-H))||(Hy v Hy) =

- 1 52
= (E1H1E2H2+H1E2H2+H2E1H1)|(H1 VHz). ( )

Concerning the lower and upper bounds on quasi conjunction, the assessment (xj,x;) on
{E\|H\, E;|H,}, with E{, Hy, E,, H, logically independent, propagates to the interval [7,z”] on
the probability of Q(E,|H, E»|H,), where ([29, ])
7 = max{x; +x — 1,0}, "= { AT, (xnx) # (L 1),
1, (x1,x2) = (1, 1).
Notice that z” > min{x, x,}, that is the upper bound for the quasi conjunction is greater than
or equal to the Fréchet-Hoeffding upper bound. For instance, when x; = x, = % it follows that
7 = % > % = min{%, %} Thus our notion of conjunction preserves Fréchet-Hoeffding bounds,
while quasi conjunction does not. Tabledlillustrates the numerical values of quasi conjunction and
conjunction of two conditional events. As shown in Table 4] the value of the conjunction is less

Ch E\|H, | E5|H, | (E\|H)) A (E2|H,) | Q(Ei|Hy, Eo|Hsy)
C, | E,H E.H, | 1 1 1 1
C2 E1H1E2H2 1 0 0 0
C3 E]H]FIQ 1 X2 X2 1
C, | E;H\E,H, 0 1 0 0
Cs | EEHIE;Hy | 0 0 0 0
C6 ElHlﬁz 0 X2 0 0
C7 FI]EQHQ X1 1 X1 1
Cg FI]EQHQ X1 0 0 0
Co I:Ilﬁz X1 X2 X12 Z

Table 4: Numerical values of the conjunctions. The values x, x,, X1,z denote P(E;|H,), P(E2|H>), P[(E\|Hy) A
(E2|H3)] and P[Q(E1|H,, E2|H,)], respectively.

than or equal to the value of the quasi conjunction when H; v H, is true. Then, by Remark [T} it
holds that
P[(Ei|Hy) A (E2|Hy)] = x12 < z= P[Q(E\|H,, E>|H>)]

and hence (E||H,) A (E2|H,) < Q(E\|H,, E;|H,) also when H,H, is true. Thus, in all cases it
holds that

(E1|H1) N\ (E2|H2) < Q(E1|H1,E2|H2). (53)
We observe that, in the particular cases where E\H \H, = H\E,H, = J, or x; = x, = 1, by
Theorem [3 it holds that z = xj, and (E||H,) A (E2|H,) = Q(E|H,, E»|H,). More precisely

X1 = x, = 1 implies z = x;, = 1. Moreover, E\HH, = H|E,H, = J implies that

(E\|Hy) A (Ez2|Hy) = Q(E\|Hy, E»|H,y) = E\H\E,Hy|(H, v Ha),
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with z = x;, = P(E\H\E,H,|(H, v H,)). In this case, (E||H;) A (E»|H;) also coincides with
the Kleene-Lukasiewicz-Heyting conjunction E\H,E.H,|(E\H\E,H, v E\H, v E,H,) (see (51,
Table 2]). We recall that the Kleene-Lukasiewicz-Heyting conjunction coincides with the logical
product between tri-events given in [@] (see also [@]). In addition, we observe that

Q(E\|Hy, E;|Hy) — (E\|H)) A (Ea|Hy) = [(1 — x1)H E2Hy + (1 — x0)E\H H,||(H, v Hy) =0,
and
z—xin = (1 = x))P(H\ExHy|(Hy v Hy)) + (1 — %) P(E\H Hy |(Hy v Hy)) = 0.
Then, to assess z = xj, amounts to
(1 — x)P(H\ExHy|(H, v H»)) = (1 — x,)P(E\H\H,|(H, v H,)) = 0,

that is (P(E1|H1) =1- X1 = 0 or P(H1E2H2|(H1 \ Hg)) = 0) and (P(E2|H2) =1- Xy = 0 or
P(E\H\H,|(H; v H,)) = 0). In addition, it is true that in a conditional bet on quasi conjunction we
receive a random amount greater than or equal to the random amount received in a conditional bet
on conjunction, but in these bets we pay two different amounts z and x,, with z > x;,. Moreover,
Z = X1 only in extreme cases where some suitable conditional probabilities are zero.

We also recall the notion of logical inclusion relation among conditional events given in [@] (see
also ] for an extension to conditional gambles). Given two conditional events E,|H; and E,|H,,
we say that E||H, implies E,|H,, denoted by E||H| < E,|H,, iff E\H, true implies E,H, true and
E>H, true implies E\H, true;i.e.,iff E\H, < E,H, and E,H, < E,H,. Then, we remark that given
two conditional events E||Hy, E;|H,, with E||H|; < E,|H,, for the quasi conjunction it holds that

([341)
E\|H, < Q(E\|H\, E,|H>) < E>|H,,

while in our approach one has
(E1|Hy) A (Ez|Hy) = E|H,.
Moreover, if E||H, < E,|H, < E;|H; then
(E\[Hy) A (E2|Ha) A (Es|Hs) = Eq|H,

while
E\|H, < Q(E\||H\, E»|H,) < Q(E\|H,, E»|H,, E3|H;3) < E5|Hs,

and so on (see also [@, Theorem 9]). We also observe that from E||H, S E,|H,, it follows that
P(E||H,) < P(E,|H,) and E,|H, < E,|H,. This property of conditional monotony of conditional
probability, as shown in Remark [Il holds more in general for the conditional previsions of con-
ditional random quantities. For instance, given n + 1 conditional events E;|Hy, - , E,1|Hy41,
by applying Remark [ with X|H = C;..,.; and Y|K = €,..,, it holds that C;..,,;; < C;..,, when
Hyv - v H,istrue; then P(C,..,, ;) < P(Cy..,,s1) and hence C;..,,.; < C.., in all cases; a dual
result is valid for disjunctions ([@, theorems 7 and 8]). As we can see, the property of conditional
monotony of conditional previsions is satisfied.
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9.2. On Boolean algebras of conditionals

Boolean algebras of conditionals have been studied in [@, ], where the authors characterize
the atomic structure of the algebra of conditionals and introduce the logic of Boolean conditionals.
In their work the notions of conjunction m and disjunction L are not (completely) specified, but it
is assumed that some basic properties are satisfied. For instance, given three events A, B, C, it is
required that ([IZZL Proposition 1], see also [@, Proposition 3.3])

(A|B) r (B|C) = A|C, when A < B < C. (54)

In our approach we do not start by an algebra of events, by means of which an algebra of condi-
tionals is constructed, but we consider arbitrary families of conditional events. Then we determine
the associated constituents and directly define the notions of conjunction and disjunction, by ver-
ifying the properties. For instance, in our approach formula (534) holds. Indeed, by assuming that
A € B < C, we obtain
1, if Ais true,
(A|B) A (B|C) =4 0, ifACis true, (55)
X1, if C is true,

where x, = P[(A|B) A (B|C)]. Moreover,

1, if A is true,
A|C =X 0, if AC s true, (56)
z, if C is true,

where z = P(A|C). Then, by Theorem [3] it follows that x;, = z and hence (A|B) A (B|C) = A|C.
Moreover, it holds that

P[(A[B) ~ (B|C)] = P(A|C) = P(AB|C) = P(A|BC)P(B|C) = P(A|B)P(B|C),

which is the well known compound probability theorem.

Our notion of conjunction satisfies another property which is related to the atoms of the
Boolean algebra of conditionals studied in [@, ]. This property is described in the result below
(where it is not assumed that the conditioning events have positive probability).

Theorem 18. Let Hy, ..., H, be n pairwise incompatible events. Then,

(H1|Q) 7a\ (H2|I:I1) VANRERIREVAN (Hn|ﬁ1 s 'Fln—l) = P(H2|I:I1) c P(Hn|I:I1 s 'gn—l)Hl, (57)
so that

]P)[(H1|Q) A\ (H2|I:I1) VANRIMRRVAN (Hn|ﬁ1 e 'Fln—l)] = P(H])P(Hz“‘j]) e P(Hn|I:I1 . 'I:In_1).
Proof. We set P(Hy) = x; and P(H,|H, - Hj_) = xj, j = 2,...,n, and P[(H,|Q) A (H,|H,) A
-+ A (Hy|Hy -+ H,_{)] = xi...,. Formula (37) holds for n = 2 and n = 3. Indeed, for n = 2 it

holds that
Xy, 1f H, is true,

0, if H, is true,
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so that
P[(H,|Q) A (Hy|H))] = x12 = x2P(H,) = x,x, = P(H,)P(H,|H}).

Moreover, based on (58) and on Definition 2], for n = 3 we obtain

(HMQ) AN (HE‘[—il) AN ([‘{3’]‘_11_1‘_12_) = X2H1 AN (H3’I‘_11]‘_I2) = o
= Xz[(H]HgHQHl + X]QH3H2H] + X3(H1 Vv HQ)H]“(Q vV H]HQ) = XQ(X3H1|Q) = X2X3H1.

We assume by induction that (37)) holds for n — 1, that is
(H|Q) A (Hy|Hy) - A (Hy_y|[Hy - Hyn) = X2+ X, Hy, (39)
then we prove that it holds for n. Indeed, from (39) we obtain
(H|Q) A (Ha|H) A -+ A (Hy|Hy - Hy ) = X Xo 1 Hy A (H|Hy -+ H, ).
Moreover, by Definition 2] it holds that

Hl/\(HnLI__Il"'ﬁn—l):_ _ _ o
= (H]HnHl . 'Hn_1 + X]QHnHl . 'Hn—l + xn(Hl VoV Hn_l)H1)|(Q V H]Hz) =
=XnH1|Q=XnH1.

Finally, - - -
(H|Q) A (Hy|Hy) A A (Hp|Hy -+ Hyy) = X+ - X1 X, Hp,

and hence x;..,, = x1 -+ - X,,. ]

9.3. Some theoretical aspects and applications of conjunction

In this section we recall some theoretical aspects and applications of our approach to com-
pound conditionals.
- All the basic properties valid for the unconditional events are satisfied in our theory of com-
pound conditionals. For instance, (generalized) De Morgans Laws are satisfied; moreover the
formula P(E] \ Ez) = P(E]) + P(EQ) — P(E]Ez) becomes ]P[(E1|H1) \ (E2|H2)] = P(E] |H1) +
P(E>|H>) — P(E\[Hy) A (E2|Hy)].
-The Fréchet-Hoeffding lower and upper prevision bounds for the conjunction (and for the dis-
junction) of two conditional events still hold.
- A generalized inclusion-exclusion formula for the disjunction of conditional events holds in our
approach to compound conditionals.
- We can introduce the notion of conditional constituents, with properties analogous to the case of
unconditional events, which allow to characterize coherence when the basic events are logically
independent.
- Conjoined conditionals have been applied to probabilistic nonmonotonic reasoning (, ]),
by obtaining a characterization for the property of probabilistic entailment of Adams ([|1|]). In
particular, in [@] it has been shown that a conditional event E,,|H, is p-entailed from a p-
consistent family of n conditional events E|H,, - - - , E,|H, if and only if the conjunction C;..,,, |
of the premises and the conclusion coincides with the conjunction C;..., of the premises. Another
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equivalent condition is that C;.., < E,|H, .. Moreover, by exploiting a suitable notion of it-
erated conditional, in [31] it has been shown that a family {E||H,, E;|H,} p-entails a conditional
event E;3|H; if and only if the iterated conditional (E5|H3)|((E1|H,) A (E2|H,)) is constant and
coincides with 1.
- Compound conditionals have been also applied to the psychology of the probabilistic reasoning,
where by exploiting the notion of iterated conditional, the probabilistic modus ponens has been
generalized to conditional events ([@]).
- Another application to one-premise and two-premise centering inferences has been given in
) @], by also determining the lower and upper prevision bounds for the conclusion of the rules.
-We remark that, like in [EL @] and differently from [@], the Import-Export Principle is not valid
in our theory of compound and iterated conditionals. Then, as proved in [@] (see also [@, @]),
we avoid Lewis triviality results ([@]). In addition, within our theory, we can explain some intu-
itive probabilistic assessments discussed in [IE], by suitably formalizing different kinds of latent
information ([@]).

10. Conclusions

In this paper we deepened the study of conjunctions and disjunctions among conditional events
in the framework of conditional random quantities. We proved that the Fréchet-Hoeffding bounds
are a necessary coherence condition for the prevision assessments on {Cj..x, Cry1...0s C1..n}, for
every 1 < k < n—1. We obtained a decomposition formula for the conjunction and we introduced
the set of (non negative) conditional constituents K for a family € of n conditional events.

We showed that, as in the case of unconditional events, the sum of the conditional constituents
is equal to 1 and for each pair of them the conjunction is equal to 0. We verified that, for each non
empty subset S, the conjunction Cy is the sum of suitable conditional constituents in K and hence
the prevision of Cg is the sum of the previsions of such conditional constituents.

We obtained a generalized inclusion-exclusion formula for the disjunction of n conditional
events; we proved a suitable distributivity property and we examined some related probabilistic
results.

Under logical independence, we characterized in terms of a suitable convex hull the set of all
coherent prevision assessments on a family J containing n conditional events and all the possible
conjunctions among them. We showed that such a characterization amounts to the solvability of a
linear system and we described the set of all coherent prevision assessments on J by a list of linear
inequalities. Based on the (2" — 1)-dimensional simplex A, we characterized (still under logical
independence) the set of all coherent prevision assessments on J U XK.

Then, given a coherent assessment M on J, we showed that every possible value Q), of the
random vector associated with J is itself a particular coherent assessment on J. We deepened
some aspects of coherence by illustrating examples and counterexamples.

We made a comparison with other approaches, by obtaining a result related to the notion of
atom of a Boolean algebra of conditionals introduced in [Iﬁ, ]. Finally, we discussed the signifi-
cance and perspectives of our theory by illustrating basic theoretical aspects and some applications
to nonmonotonic reasoning and to the psychology of probabilistic reasoning.
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Future work should concern in particular the study of necessary and sufficient conditions of
coherence in the general case of logical dependencies among the basic unconditional events, by
exploiting the set of conditional constituents.

Further future work could concern the study of compound conditionals in the setting of impre-
cise probabilities and gambles. Indeed, indicators of conditional events are ternary gambles and
our conjunction builds n-ary gambles from ternary ones. Another interesting aspect that could be
deepened is the study of the role of our compound conditionals in the framework of fuzzy logic

and information fusion (see, e.g., , , , 1).
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