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Abstract 
 
The multiple-effect distillation (MED) technology is nowadays the most promising desalination 
process to be coupled with variable heat sources, thus leading to a more sustainable way to produce 
water. In order to prove the potential of this, it is of major interest to develop powerful modelling 
tools to predict the performance of this coupling. Only a few models have been presented so far. They 
show promising results but were based on some simplifying assumptions and non-physical constraints 
that could limit the analysis of the dynamic behaviour of a MED plant. This paper presents new 
considerations for the dynamic modelling of a MED plant associated with a thermal vapour 
compression unit , starting from a previous work “A dynamic model for MED-TVC transient 
operation”. After several improvements, this model is now more representative of the real operating 
modes of a MED-TVC plant by considering real process inputs. This paper also highlights the 
importance of accurately modelling the interconnection between effects, the evaporation and 
condensation processes and the other components, such as the pre-heaters. Here is also presented a 
control strategy for operating a MED plant under dynamic conditions. Indeed, when a perturbation 
occurs in the motive steam pressure, it is possible to stabilise the whole plant by a simultaneous 
variation in the intake seawater mass flow rate at the final condenser. The model has been validated 
in steady-state conditions with experimental data from a MED-TVC plant operated in Trapani (Sicily) 
and was used to perform dynamic simulation to prove the feasibility of operating a MED-TVC plant 
under dynamic conditions, which is a major step toward proving the possibility of a coupling with 
renewable energies. 

 
Keywords: dynamic model, transient operation, desalination, control strategy 

1. Introduction  
The longevity of human kind is directly linked to water resources. Demand for water will continue to 
increase over the next decades, mainly because of the growth of population, changes in lifestyles and 
consumption patterns. This will lead to more stress on limited natural resources and ecosystems. 
Hence, it is highly important to find a sustainable way to increase the production of water for domestic 
needs as well as for energy, agricultural and industrial purposes [1,2] 
Several techniques are used to produce fresh water from seawater such as reverse osmosis (RO) or 
thermal processes like multiple-effect distillation (MED) and Multi Stage Flash (MSF). Due to its 
high energetic performances and flexibility, the former is considered as the best thermal process to 
be coupled with renewable energy sources [3].  
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A multiple-effect distillation plant is made of a cascade of stages or effects, where a sequence of 
simultaneous evaporation and condensation processes takes place. Steam is introduced in the first 
effect where it is condensed inside a tube bundle. Thus, transferring the latent heat of condensation 
to the feed seawater sprayed over the external surface of the tubes, which reaches saturation 
conditions and evaporates. The produced vapour is used as the heating source for the next effect 
where the pressure is reduced stage by stage, then the above described process is repeated until the 
last effect. The accumulated brine in each effect flows toward the following one and flashes, therefore 
producing an additional amount of steam. Finally, the steam produced in the last effect is condensed 
in the final condenser, where the feed seawater is also pre-heated, thus, recovering part of the 
condensation heat and enhancing the overall process thermal efficiency. 
MED plants are often coupled with a Thermal Vapour Compression (MED-TVC) as this can lead to 
an increase of 30-40% of the energetic performance of the plant [4]. High- or medium- pressure steam 
is injected into the steam ejector and is mixed with a part of the steam produced in one of the effects 
(in this work, the vapour is taken from the last effect). The exiting vapour is then used as the heating 
steam in the first effect. 
The thermal energy required for the operation of the plant is mostly due to the production of the 
heating steam for the first effect. In most cases, it comes from fossil fuels, thus the coupling of a MED 
plant with renewable energy sources would create a more sustainable way of producing water. In this 
case, the main concern regards the behaviour of the MED plant under dynamic conditions due to the 
intermittent character of renewable energy sources. Therefore, it is fundamental to develop a model 
that is as accurate and close to reality as possible to prove its operability and potential when the 
available thermal power varies. For the sake of brevity, the following literature review only focuses 
on the works of specific interest for the present paper, while an exhaustive literature analysis for 
transient and steady-state MED modelling has been provided in [4]. 
Many steady-state models have been published, covering a wide variety of plant configurations, a lot 
of them are based on the work of El-Dessouky et al.[5–8], who also developed several useful 
correlations for the thermodynamic properties of seawater. Another valuable contribution was their 
work on the different ways of modelling the steam ejector for desalination applications [5,9]. Indeed, 
El-Dessouky et al. developed different models, depending on the information available for describing 
the steam ejector.  
Even if valuable information can be obtained with steady-state simulations, it becomes more and 
more important to study the MED plant behaviour under transient conditions. With this respect, few 
studies on dynamic MED modelling have been published. One of the first model was presented by 
El-Nashar et al. [10] in 1990, who used a simplified dynamic model, r representing the temperatures’ 
dynamics to analyze the transient behaviour of a multiple-effect stack-type distillation. Their results 
were compared to experimental data obtained from a plant operated in Abu Dhabi (UAE) with 
reasonable agreement.  
 In 1997, Aly and Marwan [11] proposed a new model for dynamic studies of MED processes and 
performed an interesting sensitivity analysis of the plant operation (temperature and brine salinity) to 
input disturbances, such as temperature and feed seawater mass flow rate variations. They 
decomposed each effect in three different control volumes: the vapour space, brine pool and tube 
bundle. For each one, they developed mass, energy and salt conservation differential equations. 
However, they made some simplifying assumptions, such as the absence of non-condensable gases 
(NCG) and did not consider the possibility of partial condensation inside the tubes bundles in each 
effect.  
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In 2005, Dardour et al. [12] developed a computer-package for MED plant modelling. Dardour et al.  
used this tool to study the coupling of a MED plant with a nuclear reactor. As well as most of the 
published works, their model is based on mass and energy balances and correlations are used for 
estimating the heat transfer coefficients and physical properties of seawater and pure water. Several 
simplifying assumptions, as mentioned for the previous work, were made. 
Roca et al. [13] developed in 2008 a dynamic model for automatic operations of a solar-assisted MED 
pilot unit operating at Plataforma Solar de Almeria (PSA). The model was implemented in the object-
oriented Modelica language. Their model was used to optimize the distillate production of the plant, 
despite several assumptions such as neglecting the impact of non-condensable gases, constant 
physical properties, constant difference of temperature between two successive effects and no 
possibility of brine accumulation in the effects.  
In 2014, Mazini et al. [14] published an improved version of the model developed by Aly and Marwan 
[11]. They also modelled the steam ejector using empirical correlations presented by El-Dessouky et 
al. [9]. In this work, the steam flow is expressed with the energy balances, thus leading to a complete 
condensation in the tubes bundle and a lack of accumulation terms. Simulations results were used to 
perform analysis to determine the time variation of brine levels and other outputs. The model was 
validated with steady-state data from a real plant, with an error above 20% regarding the distillate 
production. 
In 2014 and 2015, De la Calle et al. [15,16] presented a dynamic model for the pilot MED plant at 
PSA that uses a compound solar collector solar field as the thermal source. This model is based on 
the one developed by Roca et al. [13], and was implemented using the equation-based object-oriented 
Modelica language. In this work, they dissociated the condensation and the evaporation processes 
and took into account the accumulation of energy inside the tube bundle walls. However, Roca et al. 
did not consider some major phenomena that can greatly affect the plant behaviour under transient 
conditions, such as the presence of NCG or the accumulation of brine and vapour in each effect. 
Notwithstanding such assumptions, and by properly calibrating some parameters, their model has 
been validated with a good agreement. In 2016, Roca et al. [17] also published a linear model of a 
MED plant that was validated against a dynamic model [16] with a very good agreement and low 
computational effort. In this paper, the MED plant is connected to a greenhouse with daily variation 
of irrigation water demand.  
More recently, Azimibavil and Dehkordi [18] published a dynamic model of MED processes with a 
special focus on the way the water and steam behave in one effect.  They also consider the possibility 
of partial condensation in the tubes bundles and the thickness variation of the seawater film around 
the tubes for the falling film evaporator. Those results were used to characterize the fluids flows 
distributions. 
The most recent work was presented by Cipollina et al. [4]. They aimed to address several gaps in 
the literature. Therefore, they implemented equations for studying the impact of NCG in the plant 
operation and considered the possibility of partial condensation in the tubes bundles. They also took 
into account the accumulation of steam, seawater around the tubes bundles and brine at the bottom of 
the effect. Most importantly, they completely redefined the interconnection between the effects by 
expressing the steam and brine mass flow rates as functions of pressure drops and brine levels 
between two successive effects. Although this work was very promising, there were some restricting 
assumptions that led to a limitation regarding the information that could be obtained from the 
simulations. To address those major issues, we propose a new and more complete version of this 
model, which is more representative of how real MED plants are operated.  
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This paper is organized as follows:  
- in the second section, the MED-TVC Trapani plant is described; 
- in the third section, the new proposed dynamic model is described, highlighting all the 
improvements with respect to the previous version; 
- in the fourth section, a steady state validation of the model is presented based on experimental data 
obtained from the MED-TVC plant operated in Trapani (Sicily); 
- in the fifth section, transient simulations are presented considering much wider range of possible 
disturbances and demonstrating flexibility and criticalities of transient operation of a MED plant, 
eventually leading to the definition of a control strategy for a MED plant.  
- finally, a conclusion is given in the sixth section. 

 

2. Description of the MED-TVC Trapani plant 
The model proposed here is based on the features of the desalination plant located in Trapani (Italy). 
This multiple-effect distillation plant is composed of four parallel and identical MED units equipped 
with a thermal vapour compressor. Each unit comprises a twelve effects cascade and produces 9000 
m3/d of desalinated water, thus the total capacity of the plant is 36 000 m3/d. There are approximately 
11,000 horizontal tubes in each effect, placed in a 4.8 m diameter shell. 
Thanks to the combination of vapour compression and MED plant features, the Gain Output Ratio 
(GOR) is very high: almost 17 tons of water are produced for 1 ton of motive steam. In each unit, 5 
preheaters, one every two effects, are used to preheat the incoming seawater, so that it enters the 
effects at a temperature as close as possible to the saturation one. The motive steam supplied to the 
ejectors - for thermo-compression and air venting - is produced in two methane boilers, each one 
generating up to 60 t/h of saturated steam at 45 bars It is worth mentioning that part of the condensate 
produced in the first effect is recycled to feed the methane boilers. As can be seen on the sketch of 
one unit in Fig.1, an extraction system for non-condensable gases from the final condenser is also 
integrated. Non-condensable gases present in one effect are entrained to the next effects, the 
preheaters and are then extracted from the final condenser. For confidentiality issues, some 
geometrical and heat transfer properties concerning this process are not given. More information on 
the operating data, layout and history can be found in [4,19,20]. 
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Fig.1. Simplified sketch of the MED-TVC plant in Trapani. Source: adapted from [4,19] 
 

 

3. Dynamic model description 
3.1 Global structure and main hypothesis 
The following model is partly based on the model developed by Cipollina et al in [4]. Several 
improvements are proposed to make the model more representative of the real MED plant operation 
and to describe more accurately the transient behaviour of the MED-TVC plant. Therefore, the main 
hypothesis and the global structure of the model are similar to the previous work: 

o The produced steam is free of salts; 
o The vapor phase containing steam and non-condensable components is assumed to be an ideal 

gas; 
o No thermal losses through the walls are considered; 
o Evaporation chambers are assumed to be perfectly sealed so that the only source of NCG 

species is due to the outgassing of seawater; 
o To ensure that saturated steam feeds the 1st effect after the steam ejector, a distillate flow rate 

of 1 kg/s (value taken from the nominal plant operation data) is recycled from the first effect’s 
condensate and mixed to the motive steam. This process is considered in the model; 

o The physical properties are calculated by using constitutive equations, mostly developed by 
El-Dessouky et al. [5].  
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o The other components: steam ejector, pre-heaters and final condenser are modelled using 
steady-state equations. Indeed, mainly due to the lack of information on the pre-heaters and 
final condenser geometry they can not be modelled with dynamic equations. Furthermore, as 
will be explained later, the ejector’s dynamic is the reason why it is described with stationary 
equations. 

The initial model performed quite well but has several restricting assumptions. This led to a limitation 
regarding the dynamic analysis of the MED-TVC plant. Some of those assumptions were mentioned 
in the previous work, to highlight the fact that more work was needed to be done for a better 
understanding of the plant behaviour under transient conditions.  
First of all, some of the NCG equations had to be corrected. Indeed, the solubility of the NCG species 
in the seawater was wrongly calculated and additional information was needed for clarification 
purposes.  
Secondly, the pre-heaters needed to be accurately modelled – even in steady-state – because the feed 
seawater temperature in the effects has a great impact on the effect variables.  In the previous work, 
the exiting seawater temperature at each pre-heater was fixed for all the simulations, which is a huge 
limitation regarding the dynamic analysis of the plant’s behaviour. 
Thirdly, as can be shown in [16], during the heat transfer between the condensation and evaporation 
processes, heat is accumulated in the tubes’ wall and this has an influence on the performances as not 
all the latent heat is available for evaporating the seawater in the effect. Therefore, it is major to 
implement dynamic equations for the characterisation of the heat transfer. In addition, for modelling 
the effect accurately in dynamic conditions, it is not correct to use steady-state equations directly 
combined with dynamic ones.  
Finally, and most important of all, the brine connection between two successive effects has a huge 
impact on the stability of the plant and they have to be implemented in the model as well as every 
other component.  
All those considerations were the motivations of the current work and with those taken into account, 
for a better description of the physical phenomenon, we now have a complete model that allows us 
to study the potential of operating a MED plant under dynamic conditions.  
Two simulation platforms were used to implement the model described in this article. The first is the 
equation-based process simulator gPROMS®, which allows the use of a hierarchical model structure 
with three hierarchical levels: lower level (effect i), middle level (n effects, preheaters, steam ejector, 
final condenser) and higher level (MED-TVC plant) and the second platform is MATLAB®. This led 
to re-writing the model to develop one mathematical structure that can handle globally this problem. 
In order to derive a unique global numerical solution representing all the variables, we define a state 
vector – for each effect – XmatT = [Vap Bpool Bshell xshell xpool Yvap Xshell Xpool Tvap Tshell Tpool Tw] and a 
matrix Amat such as dXmat

dt
	=	Amat. All the differential equations for each effect are solved 

simultaneously, using the solver ode15s, asit solves stiff differential equations and DAEs with a 
variable order method so it was the most adequate one. 
All the results presented in this article are from MATLAB® but they were thoroughly compared to 
the ones obtained from gPROMS® - for the same model equations - to ensure that there were no 
mistakes made in the implementation or due to the use of different solvers.  

3.2 Basic structure of the model 
3.2.1. Effect model 



PRE-PRINT of the paper published on Desalination 452 (2019). Note that it may differ from the 
final published version (https://doi.org/10.1016/j.desal.2018.10.026) due to several revisions 

implemented during the peer review process of the journal. 

As represented in Fig.2, an effect is described by three phases, the properties of each phase being 
assumed to be uniform. Consequently, the state of the flows leaving an effect is the same as the one 
inside the effect: 

o the vapour phase I is a mixture of water and NCG species; 
o the phase II is the dispersed brine around the tube bundle; 
o the phase III is the brine pool liquid. 

Each phase is described by differential equations for mass, energy, non-condensable species and salts 
conservations. 

  
Fig. 2. One effect simplified representation. Source: adapted from [4]. 

Equations (1), (2) and (3) represent the total mass conservation in each phase: 
 
dVap

dt  = Mevap- Mvap_out	+ Mflash+ MNCG_shell	+ MNCG_entrained + MNCG_pool (1) 
dBshell

dt = Mf	-	Mevap–	Mbr_shell	– 	MNCG_shell   (2) 
dBpool

dt = Mbr_shell	+ Mbr_in	–  Mbr_out	–  Mflash – MNCG_pool (3) 

  
M stands for mass flow rates. The vapour phase I is fed by the evaporation of seawater (Mevap) from 
the sprayed tubes, the flashed vapour from the brine coming from the previous effect (Mflash is defined 
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in part 3.3.2.1) and the NCG species flow-rates (MNCG) coming from the two other phases and 
entrained from the previous effect. The phase II, which corresponds to the retention of seawater 
around the tube bundle, is fed by seawater entering the effect (Mf), while the evaporated vapour mass 
flow rate (Mevap) flows to phase I, the released NCG species (MNCG_shell) and the mass flow rate of 
seawater (Mbr_shell) leave the tube bundle (phase II). Regarding phase III, the brine pool mass variation 
is directly linked to the amount of brine entering (Mbr_in) and exiting the effect (Mbr_out), the seawater 
coming from phase II, the quantity of flashed vapour and released NCG species (MNCG_pool).  
Some of the effects are connected to a pre-heater, therefore part of the vapour produced inside flows 
into the pre-heater and the remaining part flows toward the next effect. The term Mvap_out is corrected 
by the amount of vapour that goes into the pre-heater, when there is one. 
 
Since time variations of pressure are neglected, the energy balance equations for phases I and III can 
be obtained from equations (1) and (3), each term being multiplied by the corresponding specific 
enthalpy. 
 
As far as phase II is concerned, an additional term, Qeff,  has to be included, as is displayed in equation 
(4). 
 
d(Bshell . hshell)

dt =	Mf	⋅	hf + 	Qeff	–	Mevap⋅	hevap	–	Mbr_shell	⋅	hshell  –	 MNCG_shell	⋅	hNCG_shell (4) 

 
Qeff is the heat flux transferred through the tube bundle from the condensing steam, whose expression 
will be detailed later in this paper as it is one of the main improvements made in the model. As the 
three phases are not in equilibrium conditions, heat fluxes between phases exist but have been 
neglected. 
T As equation (5) relates the temperature to the associated specific enthalpy, the temperature in each 
phase can be obtained by combining equations (4) and (5).  
 
dhphase

dt = Cpphase	⋅
dTphase

dt  (5) 

 
Some additional equations (6), (7), (8) and (9) are necessary to implement this model. 

 

P  = 
Vap ⋅ R ⋅ Tvap

PMH2O ⋅ Volvap
 (6) 

 
Equation (6) gives the pressure inside one effect, depending on the vapour temperature and the 
amount of NCG species, as we considered the vapour phase as an ideal gas. 
 
Massphase = Volphase ⋅ ρphase (7) 

Volpool = LSE⋅ 'DSE²4 ⋅ arccos DSE/2-Lpool
DSE/2

	–  (DSE/2 - Lpool)⋅*Lpool⋅(DSE – Lpool)+  (8) 

VolSE = Volvap + Volpool + Voltubes + Volshell (9) 
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Equations (8) is relating the brine pool level with the associated volume in a horizontal cylinder. 
Equation (9) needs to be true at each moment of the simulation. The volume of the liquid dispersed 
around the tube bundle (Volshell), was estimated by assuming an uniform mean film thickness around 
each tube with a fixed thickness of 0.5 mm [18]. 
 
The equations (10) and (11) for the mass conservation of salts in each liquid phase are expressed 
below. 
 
dSshell

dt 	=	Mf	⋅	xf	–Mbr_shell	⋅	xshell   (10) 
dSpool

dt 	= Mbr_shell	⋅	xshell+ Mbr_in	⋅	xbr_in–  Mbr_out	⋅	xpool 		 (11) 

 
S stands for the total mass of salts and x is for the salt mass fraction. For each phase they are related 
by equation (12). 
 
Sphase = Bphase ⋅	xphase (12) 
 
As mentioned before, non-condensable species must be considered in the equations as they can 
strongly influence the steady state and dynamic behaviour of the plant. They are considered as one 
single species according to the mass balance differential equations (13), (14) and (15) for each phase:     
 
dNCGvap

dt 	= MNCG_shell	+	MNCG_entrained		+	MNCG_pool	–  	Mvap_out⋅ Yvap		 (13) 

dNCGshell
dt 	= Mf⋅Xf		– 	MNCG_shell	– 	Mbr_shell⋅ Xshell   (14) 

dNCGpool
dt 	=	Mbr_in⋅Xbr_in	+ Mbr_shell⋅Xshell	– 	Mbr_out⋅Xpool	–  MNCG_pool (15) 

 
NCGphase is for the total mass of NCG in the considered phase and Yvap and Xphase stands for the NCG 
species mass fraction in gas and liquid phase respectively, they are both linked with the mass of 
vapour or liquid in the phase by equation (16) and (17), respectively. 
 
NCGvap = Vap	⋅	Yvap (16) 
NCGphase	= Bphase	⋅	Xphase (17) 

 
NCG species are released only if their concentration in the liquid is superior to the equilibrium 
solubility of NCG. In this system configuration, we consider only the situation when the NCG flux 
comes from the liquid phase to the vapour phase. This is what the equation (18) represents.   
 
MNCG_phase  = Mphase_in ⋅ (Xphase – Xphase_eq) ⋅	θ (18) 
 
The NCG transfer mass flux is represented by a fraction θ accounting for the uncomplete striping of 
the NCG species. Due to the lack of information about the phenomenon of non-complete stripping of 
the NCG from the liquid, it has been assumed that it has the same weight as the NEA temperature 
drop due to the brine flashing. The value of 0.75 is chosen in analogy with the previous work [4] and 
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is constant in all simulations. Xphase_eq stands for the solubility of the NCG species in a liquid phase 
at equilibrium with the vapor phase and is calculated by using equations (19) and (20) that are 
obtained as follows. 
 
We limit the analysis to the consideration of O2 and N2 as NCG species. Indeed they represent the 
greatest proportion of NCG species which are molecularly dissolved and do not react chemically in 
seawater nor are produced during the desalination process itself  [21]. Outgassing of CO2 is out of 
the scope of this analysis as it reacts chemically with carbonates in seawater and it requires additional 
equations other than only considering the solubility of the different species. 
The solubility of O2 and N2 as NCG species are given by equilibrium conditions [22], as shown in 
equations (19) and (20), where Hc_O2(T,Xb) and Hc_N2(T,Xb)

 
are the Henry coefficients depending on 

the temperature and the salt composition  . 
 
Ymol_O2 ∙ P = Hc_O2(T,Xb) ∙ Xmol_eq_O2 (19) 
Ymol_N2 ∙ P = Hc_N2(T,Xb)  ∙ Xmol_eq_N2 (20) 
 
 
In the equations, NCG species are considered as one component. Therefore, equations (19) and (20) 
have to be added to each other in order to define a mean value of the Henry coefficients as follows in 
equation (21) 
 
(Ymol_O2+Ymol_N2) ∙ P = Hc(T,Xb) ⋅  (Xmol_eq_O2	+	Xmol_eq_N2) (21) 

 
With Hc defined as shown in equation (22) 
 

Hc	=	
Hc_O2	+	Hc_N2

2  (22) 

 
This is only possible because the Henry coefficients of the two species are close enough. 
 
In order to calculate the Henry coefficients Hc_O2(T,Xb) and Hc_N2(T,Xb)

 
, we have used the available 

solubility data of O2 and N2 in seawater in contact with ambient air, as given by the correlation (23) 
where T is in Kelvin and CG in µmol/kg [23] (see Table 1). 
 

CG = exp -A1+A2 .
100
T / +A3 ln .

T
100/+A4 .

T
100/+

XB
1000 'B1+B2

T
100 +B3 .

T
100/

2

+0 (23) 

 
Table 1 . Constants for estimating gas solubility in seawater [23] in contact with ambient air 

 A1 A2 A3 A4 B1 B2 B3 
O2 -172.9894 255.5907 146.4813 -22.2040 -0.037362 0.016504 -0.0020564 
N2 -173.2221 254.6078 146.3611 -22.0933 -0.054052 0.027266 -0.0038430 
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By applying equilibrium conditions (19) and (20) to the solubility data as given by correlation (23), 
one can easily find the expression of the Henry coefficients. In those conditions, Ymol_O2 = 0.21 and 
Ymol_N2 =0.78, the pressure is the atmospheric pressure: 
 
Ymol_O2 ∙ Patm  = Hc_O2 ⋅ CG_O2 ⋅ PMsw (24) 
Ymol_N2 ∙ Patm  = Hc_N2 ⋅ CG_N2 ⋅ PMsw (25) 
 
where CG is expressed in mol/kg. PMsw = 18.43.10-3 kg/mol is the seawater molar weight based on 
the seawater composition: 96.5% of water and 3.5% of salts. Salts are composed of: 55% of chloride, 
30.6% of sodium and 7.7% of sulfates. 

3.2.2. Vapour flow rates between effects 

The expression of the mass flow rate of vapour exiting one effect, thus entering the condensation 
zone of the next effect with the same thermodynamic properties, is similar to the one for the brine 
and is described by equation (26). 
 

Mvap_out(i)	=	α(i)	⋅*ρvap(i)⋅	(P(i)	–	P(i+1)) (26) 

 
The mass flow rate is also a function of the pressure difference between two successive effects and a 
discharge coefficient α.  

 
The stream of vapour exiting the 12th effect is divided into two parts,  one part is entrained by the 
steam ejector and the remaining part goes to the final condenser. 

3.2.3. Final condenser model 

The final condenser is an important component of the process as it condenses part of the vapour 
produced in the last effect that is not fed to the steam ejector. In addition, it also increases the intake 
seawater temperature before it is sprayed across the effects 11 and 12. NCG flowing through the 
venting lines also reach the final condenser where they are extracted by the NCG ejector. 
 
The final condenser is modelled with stationary equations (27) to (30). 
 
Qcond = Mvap_out(12)⋅ 31–Yvap(12)4 ⋅λvap(12) (27) 
Qcond	=	Msw_in⋅	Cpsw_in ⋅	(Tsw_out	–	Tsw_in) (28) 

Qcond = Ucond	⋅	Acond	⋅	LMTD	⋅	 31–Yvap(12)4 (29) 

LMTD =	
(Tvap–Tsw_in)	– 	(Tvap–Tsw_out)

ln .
Tvap–Tsw_in

Tvap	–Tsw_out
/

 (30) 

In equation (27), the term Mvap_out(12)⋅ 31–Yvap(12)4 expresses the steam flow rate in the mixture of 
steam and NCG.  
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The equation (28) represents the enthalpy variation of the intake seawater, so that it is possible to 
deduce the temperature of the exiting seawater that will go into the first preheater or will be sprayed 
into the effects 11 and 12. 
The equation (29) is the heat flux between condensing vapour and evaporating seawater, in which the 
term 31–Yvap(12)4 is included to estimate its reduction due to the NCG, LMTD is the logarithmic 
mean temperature difference and Ucond is the overall heat transfer coefficient that is calculated by 
using a correlation developed by El-Dessouky et al. [5], as described in appendix I.  
For confidentiality reasons, information on the condenser heat transfer area and geometry cannot be 
disclosed.   

3.2.4. Steam ejector model 

A steam ejector improves the performances of a MED plant. Part of the vapour produced in the last 
effect is compressed with high-pressure motive steam (45 bars) to generate the heating steam fed into 
the first effect. 
The steam ejector can be divided into four parts: the nozzle, where the motive steam enters, the 
suction chamber, the throat and the diffuser. The suction chamber and the diffuser are 
converging/diverging Venturi tubes. 
As the response of the steam ejector is much faster than the one of the desalination unit, a stationary 
model was implemented and is detailed in appendix II. 
The mathematical model was developed by El-Dessouky et al. [9]. It allows calculating the pressure 
profiles along the different areas along with the associated Mach numbers. The pressure of the motive 
and entrained steam are the sole inputs of the model. The outputs are the mass flow rates of entrained 
and motive steam and the pressure and mass flow rate of the compressed steam that will then enter 
the condensation zone of the first effect.  
Furthermore, the model accounts for geometrical and physical parameters. Thus it was initially used 
in a reverse algorithm using operation data as entries for the model, as described in [9], to determine 
the geometric parameters. Once the geometry of the ejector along with other parameters were set, the 
model could then be used for performance predicting purposes.  
The predicted results were compared against operation data and the model was validated with a good 
fitting, as shown in section 4. 

3.2.5. Total distillate production 

This variable is one of the most important ones to describe the plant performances. It is detailed in 
equation (31). 
 
Dtot	=∑ Md(i)13

i=1 +∑ Mph(j)5
j=2 – 	Mp – Mds (31) 

 
Md(i) is the distillate produced in effect i and in the final condenser, Mph(j) stands for the amounts of 
vapour condensed in the preheaters whose description will be detailed later and Mds is the condensed 
vapour part fed to the de-super-heater. Finally, Mp is the fraction of the distillate from the 1st effect 
that returns to the boilers to produce the ejector high-pressure steam. 

3.2.6. Gain output ratio (GOR) 
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The GOR is the ratio between the total distillate mass flow rate and the motive high-pressure steam 
required at the steam ejector, as shown in equation (32). 
 

GOR	=	
Dtot
Mp

 (32) 

 
 

3.3 New considerations for the MED-TVC dynamic model  
3.3.1 Condensation and evaporation processes modelling 

Initially, the evapo-condenser heat exchangers were modelled in steady-state by using a global heat 
transfer coefficient. Due to the thermal inertia of these heat exchangers, a more accurate way to 
describe such phenomena is to differentiate the evaporation from the condensation fluxes and to 
account for the energy accumulated inside the tubes material with the dynamic enthalpy balance 
equation (33). 
 

 

Voltubes ⋅ ρtubes	⋅ Cptubes ⋅
dTw

dt 	=	Qeff_cond	–	Qeff (33) 

 
The equation (33) is used to link the evaporation and condensation fluxes that are calculated as 
follows. As the alloy of the tube has a high thermal conductivity and the thickness of the tube is small, 
the conduction across the tube can be neglected. Therefore, the temperature is assumed to be uniform 
in the whole tube bundle.    
 
 
Partial condensation in the tube bundle is considered by equations (34) to (38). e is the ratio between 
the energy available from the total condensation of the incoming vapour mass flow rate and the 
available heat transfer rate. As we assumed that NCG species do not enter the condensing area, 
Mms⋅(1-Yms) represents the fraction of steam in the incoming vapour. 
 

ε	=	
Mms ⋅ λms ⋅ (1 – Yms)

Ucond ⋅ Acond ⋅ (Tcond – Tw) 
(34) 

 
Case 1: ε <= 1: the heat transfer rate is superior to the one requested for the total 
condensation of the incoming steam, thus the heat transfer rate will then be based on the 
condensation heat only. 
 

 

Qeff_cond = Mms	⋅ λms ⋅ (1 – Yms) (35) 
Md = Mms ⋅ (1 – Yms) (36) 
 
Case 2: ε > 1: as the transfer rate is lower than the one required for the condensation of 
the incoming steam, partial condensation occurs, and the distillate mass flow must be 
corrected 
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Qeff_cond = Ucond ⋅ Acond ⋅ (Tcond – Tw) (37) 

Md = 
Ucond ⋅ Acond ⋅ (Tcond  – Tw)

 λms
 (38) 

 
The heat transfer coefficient for the condensation process Ucond inside the tube bundle is calculated 
by the equation developed by Chato [24] for predicting gravity-dominated condensation on the basis 
of the Nusselt analysis (see appendix I). 
 
The evaporation flux is given by equation (39) and it is also the definition of Qeff that was previously 
mentioned in equation (4) and (33). 
Qeff = Ashell ⋅ Ushell ⋅ (Tw – Tshell) (39) 

 
In a falling film evaporator, the liquid is sprayed across the horizontal tube bundle, so that part of it 
evaporates while the remaining part flows over the tubes below. Several correlations based on the 
Nusselt number have been published [25] and are easily usable for the description of a falling film 
evaporator without calculating the thickness of the seawater film around the tubes. The correlation 
used here was developed by Sernas [26] and is described in equations (41) to (44).  
 

Nu = 
Ushell

kshell
 ⋅ .

μshell²
g ⋅ ρshell²

/
1/3

 (40) 

Nu	= 0.041 ⋅ Re0.3⋅ Pr ⋅ Ar-0.04 (41) 

Re	= 
4 ⋅ Γ

μ  (42) 

Pr	=	
ν
k (43) 

Ar = 
Dtubes_ext

3 ⋅ g
νshell3

 (44) 

 
 

3.3.2 Brine pipes modelling 

3.3.2.1 Flash of the incoming brine 

The additional amount of vapour produced by the isenthalpic flashing of the incoming brine is 
depicted by equation (45). It is assumed that the brines flashes in steady-state conditions, prior to its 
arrival into the effect I, and that the produced vapour feeds the vapour phase I and the remaining brine 
feeds phase III.  
 
From the mass conservation law, equations (46) to (48) are used to determine the brine mass flow 
rate arriving in the pool phase and its temperature and salinity. 

 
Mbr_out(i–1)	⋅	Cpbr_in(i)	⋅ 3Tpool(i-1)	–  (Tvap(i) + BPE(i) + NEA(i))4  = Mflash(i)	⋅	λvap(i) (45) 
Mbr_in(i) = Mbr_out(i–1) – Mflash(i) (46) 
Mbr_out(i–1) ⋅ xbr_out(i–1) = Mbr_in (i)	⋅ xbr_in(i) (47) 
Tbr_in = Tvap(i) + BPE(i) + NEA(i) (48) 
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The exiting brine flow from the previous effect is divided between the flashed vapour flow, salt free, 
and the liquid flow feeding the phase III. The correlation for the boiling point elevation (BPE) and 
the non-equilibrium allowance (NEA) are given in appendix 1. 

3.3.2.2 U- pipes 

The brine pool level inside the effects has a very slow dynamic in comparison to other variables, like 
the temperature, which make them the hardest parameter to control when operating a MED plant. 
Indeed, a small variation in the incoming vapour pressure can lead to great instabilities regarding the 
level. The major problem is that there is a small range for the possible level, very often under 0 m the 
effect is considered as empty and above 0.6 m the effect can be considered flooded as it reaches the 
first row of tubes bundles. The average level height is 0.3 m, so there is not a high flexibility during 
the operation of the MED plant. Which is the reason why it is highly important to describe as well as 
possible the phenomenon affecting the brine pool level. 
Furthermore, as it was mentioned in [4], even if no information can be found in the literature about 
the control systems adopted for regulating the brine pool level in the effects, it is well known that the 
use of U-pipes, Fig.3, for connecting two successive effects can significantly help to regulate the 
brine flow and the level. Such U-pipes are used in the Trapani plant and a model must be proposed 
to represent the brine connection between two effects since the brine pool level variations are very 
hard to manage. 
 

 
Fig. 3. Sketch of a U-pipe connecting the brine pools between two successive effects.  
 
As shown in Fig.3, the U-pipe allows the brine level to go much below 0 meters, which can lead to a 
huge gain regarding the stability of the MED plant. For example, in the Trapani plant, the U-pipe 
height, Hpipe, is between 1 and 2 meters. When the level, Lpool, is in the vertical part of the U-pipe, it 
is negative as shown by equation (49). 
The equations (49) to (53) describe how to consider this volume and to accurately calculate the level 
of the brine pool. With these new implementation, two scenarios are possible. If the brine is only in 
the vertical part of the U-pipe, and not at all inside the effect, then the level is considered as negative 
and is calculated by equation (52). The second scenario is if the brine is inside the effect, therefore 
the level is positive and is deduced by equation (53). 
 
Hpipe < 0 (49) 
Hpipe < Lpool < 0.6 (50) 
Vpipe = Apipe ⋅ |Hpipe| (51) 
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Case 1: ( Volpool < Vpipe) 
 

 

Volpool = (|Hpipe|+ Lpool) ⋅	Apipe (52) 
 
Case 2: ( Volpool > Vpipe) 
 

 

Volpool = LSE	⋅ '
DSE²

4 ⋅ arccos
DSE/2–Lpool

DSE/2  – (DSE/2 – Lpool)⋅*Lpool⋅(DSE – Lpool)+ +	Vpipe (53) 

 
Another parameter that leads to enhance the stability is the shape of U-pipe outlet. As shown in Fig.3, 
there is a weir height, hw, that must be considered for the expression of the mass flow rate exiting the 
effect i, as represented by equations (54) to (56). 
 
Case 1: Lpool(i+1) > hw 

  

Mbr_out(i) = Cdpool(i)⋅Apipe(i)⋅*9(P(i) – P(i+1)) + (Lpool(i) – Lpool(i+1)) ⋅ g ⋅ ρpool; ⋅ ρpool (54) 

 
Case 2: Lpool(i+1) < hw 

Case 2.1:  3(P(i)	– P(i+1)) + (Lpool(i) –	hw)4 < 0 
 

 

Mbr_out(i) = 0 (55) 
 

Case 2.2:  3(P(i) – P(i+1)) + (Lpool(i)	– hw)4 > 0  
 

 

Mbr_out(i) = Cdpool(i)⋅Apipe(i)⋅*9(P(i) – P(i+1)) + (Lpool(i) – hw) ⋅ g ⋅ ρpool; ⋅ ρpool (56) 

 
The equation (54) is used when the level in the effect i+1 is higher than the weir height (around 0.2 
meter). Otherwise, the equations (55) and (56) are used. When the brine level in the effect i is below 
0 (left branch in Fig.3) and the level in the effect i+1 is below the weir height, this generates a negative 
ΔLpool value that counteracts the positive ΔP, and it can lead to a negative driving force if ΔLpool is 
high enough. In this case, the incoming brine cannot reach the effect i+1 and the value of the exiting 
mass flow rate set to 0. It is worth mentioning that if the incoming brine mass flow rate is set to zero, 
the brine level in the effect i will increase until the driving force is again positive and the exiting brine 
mass flow rate greater than zero. The presence of U-pipes and weir heights also help to hydraulically 
disconnect the effects, giving a much larger allowance for brine level variations. 
The mass flow rate of the brine, in equation (56) depends on the pressure difference as well as the 
difference of the brine pool level between two consecutives effects. Apipe stands for the cross section 
of the brine pipe.   
 
The equations (54) to (56) are used for the effects 1 to 11. Indeed, at the last effect, the brine is 
extracted by a pump in order to control the level in the effect. Thus, equation (57) is used for the brine 
mass flow rate exiting the 12th effect. 
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Mbr_out(12)	= 0.66	⋅	(Msw_in–Dtot)	+ Gpool	⋅	(Lpool(12)	–	Lsp(12)) (57) 
 
Msw_in	is the mass flow rate of seawater taken at the outlet of the final condenser, Dtot is the total 
amount of distillate produced by the plant, Gpool is the controller gain, fixed at 100 kg/(s.m) and Lsp 
is the set-point for the brine pool level, set at 0.3 m. Gpool and the coefficient 0.66 were determined 
after a tuning of the controller. 
  
In the previous article [4], it was explained that due to the lack of levels’ control systems, large 
variation in the plant operating conditions could not be simulated as it led to the end of simulation 
because the effect is either empty or flooded, thus reducing the information that could be obtained 
from a transient model. The influence of the new U-pipes model is shown in Fig.4 by representing 
the 1st effect brine pool level evolution, when increasing the motive steam pressure (to the steam 
ejector) by 20%. It is clear that the simulation, without the pipe model, was stopped because the effect 
was seen as empty as the brine level became inferior to 0 m, whereas with these new considerations, 
the simulation can now run its course and describe a much more stable operation of the MED unit. 
Therefore, it allows us to perform more simulations with a higher flexibility. 
a) 

 

b) 

 
Fig. 4. Response of the system to a step variation of the motive steam pressure by +20%. a) disturbance 
in Pp; b) brine pool level before and after the implementation of the pipe model. 
 
In the previous article, Cipollina et al. [4] tried to study the impact of a step variation of the motive 
steam pressure by 20%. But no results could be obtained as the U-pipes were not implemented and 
the emptying of the effect led to the halt of the simulation. With this new implementation, the 
simulation can now produce results for a step variation greater than +20%, which is a huge 
improvement. 
 
Moreover, it shows that using U-pipes in MED plants could help significantly in operating the plant 
as it considerably stabilises the system. Therefore, if a MED plant were to be coupled with renewable 
energies, it would be crucial to use U-pipes to connect two successive effects. 

3.3.3 Pre-heaters model 

The seawater flow exiting the final condenser is split into a flow sprayed across the last two effects 
and a flow going through a cascade of five pre-heaters (one every two effects) feeding the 10 first 
effects. A mixture of NCG and vapour enters each pre-heater and is condensed therefore providing 
the energy to be transferred to the incoming seawater. The resulting distillate is then mixed with the 
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distillate from the previous effect in the distillate duct. It is assumed that all NCG released in one 
effect go through the pre-heaters until the final condenser where they are extracted by a vacuum 
ejector. 
For the model to be totally representative of the MED-TVC plant operation, there is a need to have 
the same inputs as the operating control variables, this means the sole inputs have to be the motive 
steam pressure and the temperature and mass flow rate of seawater entering the final condenser. In 
the previous version of this model, the temperature of the seawater exiting each pre-heater was fixed 
according to operating data in nominal conditions, therefore, when the system was simulated under 
transient conditions, there was a loss of information regarding the dynamic behaviour of each 
variable. 
In this improved version of the model, a steady-state model is assumed for the five pre-heaters 
allowing calculating the seawater temperature at the effects inlets. Equations (58) to (61) describe the 
model of the pre-heaters. 
 
Qph = Mph ⋅ λph + (Mph + MNCG_entrained_ph) ⋅ Cpmix ⋅ ΔTvap(i) (58) 
Qph = Msw_in_ph ⋅ Cpf ⋅ (Tsw_out_ph – Tsw_in_ph) (59) 
Qph = Uph ⋅ Aph ⋅ LMTDph (60) 

LMTDph = 
(Tsw_out_ph – Tsw_in_ph)

ln .
Tvap–Tsw_in_ph
Tvap–Tsw_out_ph

/
 (61) 

 
These equations allow us to calculate both the incoming vapour mass flow rate and the exiting 
seawater temperature. Uph is the overall heat transfer coefficient in the pre-heaters and it is calculating 
by using the same equation as the one used for the heat transfer expression for the final condenser 
developed by El-Dessouky et al [5], (appendix I).  
 
Those new considerations make the whole model more accurate and physically sound. Table 2 shows 
the comparison between the values that were previously fixed and those obtained from the improved 
model. 
  
Table 2. Comparison between predicted model values of the temperature of the seawater exiting the pre-
heaters with the values that were previously fixed. 

 Outlet seawater temperature (°C) 

 Ph 1 Ph 2 Ph 3 Ph 4 Ph 5 Final condenser 

Nominal 
data 55 53.3 48.8 44.2 39.6 34.5 

Predicted 
values 53.8 51.5 47.3 43.2 39.3 35.4 

 
The predicted values are close enough to the operating data to conclude that with these new 
modifications the reliability of the model in nominal conditions is kept very good. Therefore, with 
this new implementation, the simulations for off-design conditions are now more accurate.  
 



PRE-PRINT of the paper published on Desalination 452 (2019). Note that it may differ from the 
final published version (https://doi.org/10.1016/j.desal.2018.10.026) due to several revisions 

implemented during the peer review process of the journal. 

Table 3 shows the comparisons between the results obtained by the fixed temperature model and the 
improved one in nominal conditions and when the intake seawater temperature is 4°C lower than in 
nominal conditions.  
 
Table 3. Comparison between the fixed and predicted model temperature: nominal and non-nominal 
conditions. 

 Fixed temperature model 
[°C] 

Calculated temperature   
model [°C] 

Tsw_in & Msw_in nominal conditions   

GOR [-] 16.4 16.3 
Dtot [kg/s] 102.4 101.6 

Tsw_out_ph2 [°C] 53.3 51.5 
Tsw_out_ph4[°C] 44.2 43.2 

-4° C Tsw_in   
GOR [-] 16.2 15.3 

Dtot [kg/s] 101.2 95.5 
Tsw_out_ph2 [°C] 53.3 48.8 
Tsw_out_ph4 [°C] 44.2 39.5 

 
Table 3 shows that if there is a change in the intake seawater temperature, it cannot be described 
accurately if the pre-heaters are not well represented. 

3.3.4 Additional comparisons with the previous model 

In this section, the previous and current models are compared. The simulations performed are the 
same as in the previous paper [4]. Firstly a perturbation on the motive steam pressure is studied: +10% 
(Fig.5.a), then one on the intake seawater mass flow rate: -5% (Fig.6.a). 
The brine levels are the most critical variables, therefore the comparison is focused on those 
variations. 
 
a) 

 

b) 

 
Fig.5: Comparison between the previous and current models for a step variation of the motive 
steam pressure by +10%. a) Disturbances in the input variables; b) brine pool levels variations 
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Fig.6: Comparison between the previous and current models for a step variation of the intake 
seawater mass flow rate by -5%. a) Disturbances in the input variables; b) brine pool levels 
variations 
 
Both perturbations lead to almost emptying the first effect, in the case of the previous model. With 
all the new implementations, the current model is now more representative and robust. Indeed as can 
be seen in Fig.5.b and Fig.6.b, the first effect is, now, far from emptied, which means that it is now 
possible to run more simulations than before and that the model is now more physically-sound. In 
addition, with the U-pipes modelling, it is clear that the brine levels dynamics is faster than before, 
as it takes less time to reach a new steady-state. Finally, when a perturbation occurs in the input 
parameters, the first effects react more critically than the last ones. 
 
To conclude the whole model description, it is worth reminding that the sole inputs are the motive 
steam pressure (to the steam ejector) and the intake seawater mass flow rate and temperature at the 
final condenser. The geometrical parameters for each component were implemented to be 
representative of the MED-TVC plant in Trapani. This model can calculate every other variable, such 
as temperature, pressure, NCG concentration, brine level, etc., based on those inputs.  
This model is based on mass, energy and salt conservation equations with several correlations to 
estimate the heat transfer coefficients for the condensation and evaporation processes. Thus, there are 
12 differential equations per effect, with multiple additional equations, that are solved 
simultaneously. The other components, pre-heaters, steam ejector and final condenser, are modelled 
with steady-state equations. 

4. Steady-state calibration and validation of the model 
Experimental data for steady-state operations of the Trapani MED plant are available but for 
confidentiality reasons, it is only possible to compare the model predicted results against some of 
these nominal operation conditions data.  
The values for the coefficient Cd (for the brine) and α (for the vapour) have been obtained by a tuning 
procedure in order to have a good fitting between the nominal conditions and the results from the 
model under the same conditions, as shown in Table 4 and 5. More details on the tuning procedure 
can be found in the previous work [4]  
 
Table 4. Brine discharge coefficient values. Source : [4] 

Effect 
number 

1 2 3 4 5 6 7 8 9 10 11 

Cdpool(i) 0.2756 0.2341 0.2492 0.3823 0.3392 0.4148 0.4785 0.4911 0.5124 0.6551 0.6652 
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[-]  
 
Table 5. Values of the α coefficients 

Effect 
number 

1 2 3 4 5 6 7 8 9 10 11 

α(i) 
[m²] 

0.5412 0.6080 0.6859 0.7772 
 

0.7914 0.8807 0.8565 0.9605 0.9942 1.0399 0.8971 

 
The discharge coefficient represent the non-ideal behavior of nozzles in fluid dynamics, and it is defined 
as the dimensionless ratio of the actual mass flow rate to the ideal mass flow rate corresponding to one-
dimensional isentropic flow for the same upstream stagnation conditions. Therefore, it can be considered 
as constant coefficients within the range of operating conditions considered in this study (independently 
from dynamic or steady-state operations). 
 
In Table 6 is summarized the comparison between nominal conditions and predicted results, the 
nominal operation conditions can be found in [20]. 

 
Table 6. Comparison between the predicted values and the operating ones, along with the deviation 
between the experimental and predicted data as a relative error. 

 Trapani plant nominal 
data Model predictions Error (%) 

Total distillate mass flow rate 
[kg/s] 104 101.6 2.5 

Motive steam mass flow rate [kg/s] 6.3 6.25 0.8 
Compressed flow temperature [°C] 64.5 65.7 1.9 
Steam ejector entrainment ratio [-] 1.8 1.7 5.6 
Brine mass flow rate (effect 12) 
[kg/s] 209.7 212.6 1.38 

GOR 16.6 16.3 1.8 
Vapour temperature [°C]    
Effect 1 62.2 62.0 0.32 
Effect 5 53.1 52.9 0.38 
Effect 11 39.3 40.6 3.31 
Effect 12 37.0 38.2 3.24 

 
As shown in Table 6, the predicted values displayed here are in good agreement (< 6%) with the 
experimental nominal data. One point worth mentioning is that the recovery of the desalination unit- 
ratio between the total distillate mass flow rate and the intake seawater mass flow rate - is worth 34%, 
usually it is less than 40%. 
Fig.7 shows the good agreement between the predicted values and nominal experimental data for the 
pressure in each effect for example. 
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Fig. 7. Comparison between predicted values and experimental ones for the pressure in each effect. 
A general overview of the main trends in stationary conditions is given in Fig.8. This stands as the 
reference case. 
 
a) 

 

b) 

 
c) 

 

d) 

 
e) 

 

f) 

 
Fig. 8. Overview of the predicted trends of main operating variables. a) distillate and brine mass flow 
rates; b) vapour temperatures; c) brine pool levels; d) brine pool salinity in each effect; e) heat transfer 
rate; f) NCG mass fraction in the vapour phases. 
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Those trends are representative of the physical expectations regarding the behaviour of the plant. The 
distillate mass flow rate (Fig.8.a) tends to decrease with the effect position, which is explained by the 
fact that the temperature (Fig.8.b) and pressure inside the effects is also decreasing, thus leading to a 
decrease in the heat transfer rate (Fig.8.e). In addition, the distillate mass flow rate of the first effect 
is smaller than the other ones as part of the produced vapour is fed to the boilers. The brine mass flow 
rate (Fig.8.a) increases from the first to the last effect, which is expected as the brine goes from one 
effect to the next and is only extracted from the last effect, therefore decreasing the brine pool salinity 
(Fig.8.d) and the brine level in each effect is between 0.3 and 0.5m (Fig.8.c). Finally, the NCG species 
concentration (Fig.8.f) increases along with the effect position, since they move from one effect to 
the next, through the pre-heaters until the final condenser where they are extracted.  
Once the reference case is set, it is then possible to simulate the plant behaviour under other conditions 
and to study the dynamic of the plant. 

5. Dynamic response of the system and example of a control strategy  
Experience in steady-state operating MED plant shows that the hardest variable to control in order to 
stabilize the plant is the brine levels inside the effects since a slight incoming perturbation can 
interfere with the brine levels. Besides, changes in the levels can also provoke other perturbations 
regarding other variables, such as temperature or vapour production rate, and lead to huge 
instabilities. Finally, as will be shown later, the level has a very slow dynamic and it can take several 
hours before it is stabilized again. Therefore, it is of major importance to develop a control strategy 
before considering coupling a MED plant with renewable energies. 
 
When operating a MED-TVC plant, the only operating input are the pressure of the motive steam at 
the steam ejector and the seawater mass flow rate at the final condenser. Indeed the intake seawater 
temperature is not controlled and only depends on the season. In order to study the system behaviour 
under dynamic conditions, several analyses were carried out, firstly by simulating perturbations of 
the operating variables separately and then altogether.  
Firstly, the effects of a step change in the motive steam pressure is studied, as a step decrease of 5.5% 
is applied to the motive steam pressure. This will lead to almost flooding the effect as will be 
explained in the first part. Secondly, a step decrease of 3.3% is applied to the intake seawater mass 
flow rate to study its impact on the plant. Finally, as will be explained in the last part, by combining 
both those perturbations simultaneously, it is possible to stabilize the plant. 

5.1 Effects of a step change in the motive steam pressure (Pp) 
Fig.9 displays the effect of a step decrease of 5.5% in the motive steam pressure. The simulation 
starts from the nominal conditions. This represents a decrease of approximately 4°C in the motive 
steam temperature that leads to a 1°C decrease in the 1st effect condensation temperature.  This value 
was chosen, so that the 1st effect is almost flooded, as the effect is considered flooded once the brine 
level reaches 0.6 m. Indeed, the simulation needs to be stopped once the brine level exceeds 0.6 m as 
it corresponds to when the brine reaches the first row of tubes in the MED plant and it can damage 
the installation. Furthermore, as shown in section 3.3.2, with the U-pipes model we can perform a 
simulation with a step increase of 20% in the motive steam pressure without emptying the effects and 
emptying and flooding are the two main scenarios that can lead to huge instabilities during operation. 
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This is the reason that led us to choose to study what happens when the effect is flooded as it is now 
more likely to happen. 
a)

 

b) 

 
c) 

 

d) 

 
e)  

 

f) 

 
g) 

 

h) 

 
Fig. 9. Transient response of the system to a step change of the motive steam pressure by -5,5% from 
nominal conditions. a) disturbances in Pp and Msw_in; b) vapour temperature; c) vapour temperature in 
the first and last effect; d) brine mass flow rate; e) vapour mass flow rate; f) NCG mass fraction in the 
vapour phase; g) brine pool level; h) brine pool level in the first effect. 
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This perturbation leads to a decrease of the vapour temperature in each effect (Fig 9.b). This is 
expected, as the incoming vapour temperature is lower, so is the temperature of the vapour produced 
that is then fed to the condensation zone of the next effect and so on. The dynamic of the temperature 
is quite fast, as it takes less than 10 minutes for the temperature values to reach a new steady-state. 
The Fig. 9.c is quite interesting as it shows that the 1st effect is the first to be subjected to the 
perturbation and the impact is almost instantaneous, but it takes almost 2 minutes to reach the last 
effect and its impact is less pronounced.  
When the motive steam temperature decreases, less vapour can be produced (Fig. 9.e), therefore the 
level in each effect increases (Fig. 9.g) causing a slight increase in the exiting brine mass flow rate 
(Fig. 9.d). The impact of the perturbation is stronger in the first effect (Fig.9.b and 9.c), this also 
explains why the brine pool levels are higher in the first effects. As shown in Fig. 9.h, the dynamic 
of the brine level is very slow, it takes more than 2 hours to reach a new steady-state. The dynamic 
of the brine mass flow rate is also slower than the other variables as it strongly depends on the brine 
levels. 
Fig 7.f shows that the mass fraction of NCG in the vapour phase is directly linked to the amount of 
vapour produced, as the vapour production rate decreases, the NCG mass fraction increases. This is 
because NCG flow rate is the consequence of the constant make-up flow outgassing toward a lower 
vapour flow rate. 
 
Table 7 depicts the changes in the performance indicators between the two steady states: the distillate 
mass flow rate and GOR. 
 
Table 7. Variation of the main performance indicators when the motive steam pressure decreases 

 Dtot [kg/s] GOR [-] 
Nominal conditions 101.6 16.3 
-5,5% Pp 97.1 16.4 

 
As less vapour is produced, less distillate can be obtained, thus reducing the total distillate mass flow 
rate, resulting however in a higher GOR value as the motive steam mass flow rate has the same 
variation as the pressure.   
 

5.2 Effects of a step change in the intake seawater mass flow rate (Msw_in) 
Here is investigated the impact on the MED plant when a reduction of 3.3% is applied to the intake 
seawater mass flow rate at the inlet of the final condenser. This simulation, like before, starts from 
nominal conditions. Fig.10  depicts the effect on the different tracked variables. 
 

 
a) b) 
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c) 

 

d) 

 
e) 

 

f) 

 
g) 

 

h) 

 
Fig. 10. Transient response of the system to a step change of the seawater mass flow rate by 3.3%, 
starting in nominal conditions. a) disturbances in Pp and Msw_in; b) feed seawater temperature; c) vapour 
temperature; d) vapour temperature in the first effect and seawater exiting the final condenser; e) brine 
pool level; f) brine pool level in the first effect; g) brine mass flow rate; h) vapour mass flow rate. 
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A negative step in the intake seawater mass flow rate leads to an increase in the seawater temperature 
exiting the final condenser, and consequently the seawater exiting the pre-heaters is slightly warmed 
up (Fig 10.b). This means that the feeding seawater sprayed across each effect is at a higher 
temperature and this explains why the temperature inside the effects is also higher (Fig. 10.c). 
Therefore, it also increases the evaporation rate (Fig. 10.h) as more energy is available for the 
evaporation process. In this scenario, the vapour temperature in the effect needs more time to reach a 
new steady state, as it takes also longer to increase the temperature of the intake seawater (Fig. 10.d). 
As more vapour is produced and less seawater introduced, it leads to a decrease in the brine pool 
levels (Fig. 10.e) as well as in the brine mass flow rates (Fig. 10.g), as they are both interdependent. 
The dynamic of the brine levels is faster than in the previous configurations, but it still takes 
approximately 1 hour to reach a new steady state (Fig. 10.f). Another interesting conclusion is 
regarding the slope of the brine level in the first effect (Fig. 10.f). Indeed, it changes abruptly and 
stabilizes almost instantly after decreasing during 1 hour. The moment where the level stabilizes 
corresponds to the exact moment when the brine pool level in the second effect becomes inferior to 
the weir height, this result shows the importance of the weir height in the stabilization process. In 
addition, the level in the third effect is superior to the weir height, which is why the level in the third 
effect has a curvier aspect.  
 
Small variations between the two steady states are also reflected in the new values of the performance 
indicators in Table 8. 

 
Table 8. Variation of the main performance indicators when the inlet seawater mass flow rate decreases 

 Dtot [kg/s] GOR [-] 
Nominal conditions 101.6 16.3 
-3.3% Msw_in 102.6 16.4 

 
As the evaporation process is slightly more efficient, the total distillate mass flow rate is a little higher 
and the GOR slightly increases. This result can be explained by the fact the pressure is higher in the 
effects, so is the entrained steam pressure and mass flow rate at the ejector, as it comes from the last 
effect, but the motive steam pressure at the steam ejector is maintained constant, thus so is the motive 
steam mass flow rate. Therefore, the compressed steam mass flow rate is higher and more vapour is 
condensed in the first effect, releasing more latent heat, consequently leading to a higher vapour 
production rate in the first effect and this is repeated in the following effects. In consequence, the 
total distillate mass flow rate increases and so does the GOR.  
 

5.3 Establishing a control strategy by acting simultaneously on Pp and Msw_in 
5.3.1 Effects of a step change in the motive steam pressure and the intake seawater mass flow rate 

 
The response of the MED plant to step changes in the two operating variables has been previously 
detailed separately. This highlighted that they both have counteracting effects, thus leading to 
conclude that it could be possible to stabilize the MED-TVC plant by acting simultaneously on those 
two variables. Therefore, here is studied what happens when those two perturbations occur at the 
same time, starting from nominal conditions. Fig. 11 depicts the effects of decreasing the motive 
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steam pressure by 5.5% and the intake seawater mass flow rate by 3.3% at the same time on the other 
variables. 
 
a) 

 

b) 

 
c) 

 

d) 

 
e) 

 

f) 

 
Fig. 11. Transient response of the system to a simultaneous variation of the motive steam pressure and 
inlet seawater mass flow rate, starting in nominal conditions; a) disturbances in Pp and Msw_in; b) vapour 
temperature; c) vapour temperature in the first and last effect; d) brine mass flow rate; e) vapour mass 
flow rate; f) NCG mass fraction in the vapour phase; g) brine pool level; h) brine pool level in the first 
effect. 
When applying both perturbations simultaneously, each variable reaches rapidly a new steady state. 
The temperatures in the effects tend to slightly decrease (Fig. 11.b), except for the vapour temperature 
in the last effect that is increased (Fig. 11.c). This is explained by the fact that, as seen in section 5.1, 
it takes about 2 minutes for the perturbation of the motive steam pressure to reach the last effect, 
whereas, as it is close to the final condenser, it is immediately subjected to the seawater mass flow 
rate variation. Thus, the temperature increases at first, but then after 2 minutes it decreases and 
stabilizes around the same value as before. The impact of the motive steam pressure is stronger on 
the temperature than the intake seawater mass flow rate variation, as the variation of pressure is more 
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important than the one of seawater mass flow rate, therefore, the vapour temperatures are diminishing, 
but their variations are smaller than those obtained when only the motive steam pressure changes. At 
first sight, the brine levels are subjected to small variations when the perturbations occur but go back 
close to their initial states when the new steady-state is reached (Fig. 11.e). When looking more 
closely (Fig. 11.f), one can observe that the brine level increases because of the variation in the motive 
steam pressure but after less than 10 minutes, the seawater mass flow rate variation counterbalances 
the effect of the pressure and the brine level decreases again. The brine levels reach a new steady-
state after less than 20 minutes, so it is much faster than the 2 hours required in the first scenario. The 
brine mass flow rates (Fig.11.d) are subjected to small changes, directly linked to the brine levels’ 
variations. 
 
In consequence, the variations in the performance indicators between the two steady states are shown 
in Table 9. 
 
Table 9. Variation of the main performance indicators to a simultaneous decrease in the inlet seawater 
mass flow rate and motive steam pressure 
 Dtot [kg/s] GOR [-] 
Nominal conditions 101.6 16.3 
-5.5% Pp & -3.3% Msw_in 98.0 16.6 

 
The motive steam pressure variation has a greater impact on the total distillate mass flow rate than 
the seawater mass flow rate change, which is the reason why the value is smaller at the end of the 
simulation, but it still is higher than in the 1st case scenario. Thus, the GOR value is also changed and 
increases.  
 

5.3.2 Another example of possible simulations with those new considerations 

Before implementing the new points described in this paper, there were some major limitations 
regarding the possible disturbances that could be studied. Here is presented an extreme example, 
which is what happens when the motive steam pressure is suddenly decreased by 40% and the intake 
seawater mass flow rate by 27% to show the importance and robustness of the control strategy. This 
simulation shows the enormous range of possible simulations that we can now study with this new 
model. For this reason and because the brine levels are the most critical, due to their very slow 
dynamic, and they are the most important variables regarding the dynamic study of the MED plant, 
Fig.12. shows only the brine levels evolutions in the effects. 
 
 
a) b) 
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Fig. 12. Transient response of the system for the following disturbances: -40% Pp and -27% Msw_in 

Much larger disturbances are shown in Fig.12 and even under those extreme conditions, the 
simulation is able to run and is reliable to describe what happens in the MED plant. The brine pool 
levels reach a new steady-state in less than 30 minutes which is close to the initial state (Fig. 12.b). 
Which confirms the fact that with the improvements presented in this paper as well as with the 
development of a control strategy, it is now possible to study the dynamic behaviour of the plant 
against very wide variations of the main operational inputs.  

6. Conclusion 
This article presents new considerations for modelling a MED-TVC plant under dynamic conditions. 
The model presented in this paper was implemented using two different software, gPROMS® and 
MATLAB®, and validated with real operating data in steady-state from a MED-TVC plant located in 
Trapani, Sicily (Italy). This work highlights the importance to take into consideration every 
phenomenon that occur, with as few assumptions as possible, but also to correctly describe the 
interconnection between the effects as they play a significant role in the plant behaviour, especially 
under dynamic conditions. With those new implementations, the mathematical description of the 
model is more accurate and faithful to the real operation of a MED-TVC plant. Indeed, as in a real 
plant, the only inputs variables are the motive steam pressure and the intake seawater mass flow rate 
at the final condenser, thus addressing several modelling gaps present in the literature.   
This model was used to perform dynamic simulations to study the behaviour of the plant under those 
conditions. It proved the high sensibility of the brine level variations leading to the flooding/emptying 
of the effect. Therefore, an example of a control strategy is described in order to maintain a high-level 
stability, even under transient conditions, thus proving the feasibility of coupling a MED plant with 
a fluctuating heat source.  
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Energies and Atomic Energy Commission (CEA), the University of Lyon Claude Bernard 1 and the 
University of Palermo. 

Nomenclature 
A surface [m2] 
Amat Matrix A  
Ar Archimedes number [-] 
B mass of brine [kg] 
BPE boiling point elevation [°C] 
Cd brine discharge coefficient [-] 
CG gas solubility [µmol/kg] 
Cp specific heat [J/(kg·°C)] 
D diameter [m] 
Dtot total distillate production [kg/s] 
g specific gravity [m/s2] 
GOR Gain Output Ratio [-] 
Gpool gain in brine flow-rate control equation[kg/(m·s)] 
H enthalpy [J] 
h specific enthalpy [J/kg] 
Hc Henry-like constant [Pa] 
Hpipe height of the U-pipe for circulation of the brine between two effects 

[m] 
hw weir height of the U-pipe [m] 
k thermal conductivity [W/(m.K)] 
L length of the effect [m] 
LMTD logarithmic mean temperature difference [°C] 
Lpool brine level [m] 
M mass flow rate [kg/s] 
NCG mass of non-condensable gas [kg] 
Nu Nusselt number [-] 
P pressure [Pa] 
PM molar weight [kg/mol] 
Pr Prandtl number [-] 
Q heat flux [W] 
R ideal gas constant [J/mol K] 
Re Reynolds number [-] 
S auxiliary salinity [kg.ppm] 
T temperature [°C] 
U heat transfer coefficient [W/(m2 .K)] 
Vap mass of the vapour phase [kg] 
Vol volume [m3] 
X mass fraction of non-condensable species in the liquid phase  
Xmat State vector 
x salt concentration expressed as [ppm] 
Y mass fraction of non-condensable species in the vapour phase  
  
Greek letters  
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α equivalent vapour discharge coefficient [m2] 
Γ liquid mass flow rate per unit length of tube [kg/(m.s)] 
𝛥 difference 
ε condensation ratio in the tube bundle [-] 
θ release coefficient of non-condensable gas [-] 
λ latent heat [J/kg] 
μ dynamic viscosity [kg/(m.s)] 
ρ density [kg/m3] 
ν kinematic viscosity [m²/s] 
  
Subscript  
air air 
br_in brine stream arriving from the previous effect 
br_out brine stream leaving the effect to the following one 
br_shell dispersed liquid reaching the brine pool from the tube bundle 
cond condensation 
d condensed vapour exiting the tube bundle 
ds De-super-heater 
eff effective quantity of heat transferred 
eq equilibrium 
evap evaporation 
ext external 
f feed seawater sprayed over the tube bundle 
flash vapour generated by the flashing of brine arriving from previous effect 
in inlet 
int internal 
mix vapour and non-condensable gases mixture 
mol molar fraction  
ms motive steam (i.e. condensing vapour) entering the tube bundle 
NCG non-condensable gas 
NCG_entrained NCG arriving to the effect from the previous effect 
NCG_entrained_ph NCG entrained from one effect to the pre-heater 
NCG_pool NCG released from the brine arriving from the previous effect 
NCG_shell NCG released from the dispersed brine around the tube bundle 
out outlet 
p motive steam to the ejector 
ph pre-heater 
phase phase in the effect (number 1, 2 or 3) 
pipe tube connection between two effects 
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pool brine accumulated in the pool 
ref reference state for calculation 
SE single evaporation effect 
shell brine around tube bundle 
sp set point fixed for the brine pool level 
sw seawater 
sw_in seawater entering the condenser 
sw_in_ph seawater entering the pre-heater 
sw_out seawater exiting from the condenser 
sw_out_ph seawater exiting from the pre-heater 
tubes tubes 
vap vapour phase 
vap_out gas mixture exiting the effect 
w tube wall 
  
List of Abbreviations  
BPE boiling point elevation 
MED multiple-effect distillation 
MSF Multi stage Flash 
NCG non-condensable gas 
NEA non-equilibrium allowance 
SE single effect 
TVC thermal vapour compression 
 

 

APPENDIX I 

Auxiliary equations for heat transfer calculations and thermodynamic 
properties 

 
Water enthalpy of vaporization [27] 
λ	=	(2501.897149	-	2.407064037⋅T	+ 1.192217⋅10-3⋅T2	-	1.5863⋅10-5⋅T3). 103 I.1 

 
Boiling Point Elevation [5] 
BPE	=	BPE1⋅(x∙10-4)	+	BPE2⋅(x∙10-4)

2
 +	BPE3(x∙10-4)

3
 I.2 

BPE1 =	=8.325⋅10-2	+	1.883⋅10-4⋅T	+ 4.02⋅10-6⋅(T)2> I.3 
BPE2 = =- 7.625⋅10-4	+	9.02⋅10-5⋅T - 5.2⋅10-7⋅(T)2> I.4 
BPE3 = =1.522⋅10-4- 3⋅10-6⋅T	- 3⋅10-8⋅(T)2> I.5 
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Non-equilibrium allowance [5] 

NEA=33 ⋅ 
(∆Tpool,i )0.55

Tvap,i
 I.6 

 
 
Overall heat transfer coefficient for the final condenser and preheaters [5] 
U = 1.7194+3.2063⋅10-3⋅Tvap+1.5971⋅10-5⋅Tvap2 + 1.9918⋅10-7⋅Tvap3  I.7 
The above equation was developed over a temperature range of 40 to 120°C. 
 
Heat transfer coefficient for the condensation inside the tube bundle developed by Chato [24] 

Ucond =	0.555	⋅ '
ρcond	⋅	(ρcond	–	ρvap)	⋅ g ⋅ kcond

3⋅	λcond

Dtubes_int ⋅ μcond ⋅	(Tcond–Tw) +
1/4

 I.8 

The above correlation is recommended for Re < 35000. 
 

 

APPENDIX II 

Mathematical model of the steam ejector 
 
This model was already presented by El-Dessouky et al. in 2002 [9], and has been modified according 
to a reference textbook on Fluid Mechanics [28].  
All the equations presented here refer to the simplified scheme of a typical steam ejector adopted in 
MED-TVC units, as reported in Figure II. 1. 
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Fig. II.1. Simplified scheme of a steam ejector. Source : [9] 
 
Overall material balance: 
mp + me = mc II.1 
M stands for the mass flow rate and the subscripts p, e, c are respectively for motive, entrained and 
compressed steam. 
Entrainment ratio: 

w	=	
me
mp II.2 

 
Mach number of the primary fluid at the nozzle outlet (after the isentropic expansion): 

Mp2=  @
2ƞn
γ-1 A.

Pp
P2
/
γ-1
γ

-1B II.3 

 
Where hn is the nozzle efficiency, g is the compressibility ratio, P is the pressure. 
 
Mach number of entrained fluid flow at the nozzle exit (after the isentropic expansion): 

Me2=  @
2

γ-1 AC.
Pe
P2
/
γ-1
γ
D -1B   II.4 

 
Critical Mach number after the mixing of entrained and motive steams: 
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M4
*=

Mp2
* + -ω⋅Me2

* ⋅ .Te
Tp
/
0.5
0

E(1+ω)⋅ .1+ ωTe
Tp

/

 II.5 

 
T is for the temperature and M* stands for the critical Mach number. The latter is related to the Mach 
number with equation II.6 

M* =E
M²⋅(γ+1)

[M²⋅(γ-1)]+2 II.6 

 
Mach number of the mixed stream after the shock wave (position 5 of the scheme in Fig.II. 1): 

M5
2=

M4
2 + 2

γ-1
2γ
γ-1 ⋅M4

2-1
 II.7 

 
Pressure increase after the shock wave (positions 4-5 of the scheme in Fig.II. 1):  

P5=	P4
1 + γ⋅M4

2

1 + γ⋅M5
2 II.8 

 
The pressure is assumed constant along the ejector tube so P4 is equal to P2. 
 
Pressure rise in the diffuser (positions 5-c of the scheme in Fig.II. 1): 

Pc=P5⋅ -
ƞd⋅(γ-1)⋅M5

2

2 +10

γ
γ-1

 II.9 

 
The section of the nozzle throat: 

A1=
mp

Pp
∙@

R⋅Tp
γ⋅ηn

.
γ+1

2 /
γ+1
γ-1

 II.10 

 
The section ratio between the nozzle throat and the nozzle outlet: 

A2
A1

 =	@
1

Mp2
2 ⋅ H

2
γ+1 ⋅ '1+

(γ-1)
2 Mp2

2 +I

γ+1
γ-1

 II.11 

 
Finally, the ratio between the nozzle and the diffuser: 
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A1
A3

 =
Pc
Pp

∙
J

1

(1+ω) H1+'ω .Te
Tp
/+I

∙
3P2

Pc
4
1
γ

∙E1- 3P2
Pc
4
γ-1
γ

3 2
γ+14

1
γ-1

∙*1- 3 2
γ+14

 II.12 

 
where A1, A2 and A3 are the cross sections of the nozzle throat, the nozzle exit and the diffuser constant 
section, respectively. 
 
As said before, those equations were first used to define A1, A2 and A3 with operation data as inputs 
(as reported in Table II.1).  
 
Table II.1 Set of experimental values and determined geometrical parameters of the TVC ejector 
 

Set values Design parameters 

ω 0.58 A1 0.00109 
m2 

Pp 4.5×106 
Pa A2 0.05607 

m2 

Pe 6×103 Pa A3 0.60707 
m2 

Pc 2.53×104 
Pa   

γ 1.33   
ƞd 0.85   
ƞn 0.85   

R 461 
J/(kg×K)   

mc 
9.86 
kg/s   

 
Nomenclature for Appendix II 
A  cross section area [m2] 
M  Mach number 
M* critical Mach number 
m  mass flow rate [kg/s] 
P  pressure [Pa] 
R  universal gas constant [J/kg K] 
T  temperature [K] 
 
Greek symbols 
γ  compressibility ratio 
η  ejector efficiency 
ω  entrainment ratio 
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Subscript  
1-5  positioning of sections within the ejector scheme 
c  compressed vapour 
d  diffuser 
e  entrainment vapour 
n  nozzle 
p  motive steam 
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